COMPUTATION SHINES IN PHOTOVOLTAICS SEARCH
Anubhav Jain’s Practicum Predicts New Energy-Capturing Materials
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PRIMED TO MEET PRIORITIES

The Department of Energy Computational Science Graduate Fellowship was established to train scientists who can apply the United States’ growing computational power to important national needs, including those of the DOE. This issue of DEIXIS provides examples of how fellows and alumni do just that.

For example, the department emphasizes the rapid development of innovative materials for clean energy production and conservation. Fellow Anubhav Jain, profiled in this issue, helps drive that research with the Materials Project, a database of calculated compound properties.

The DOE CSGF also addresses the rising demand for scientists capable of implementing and using exascale computers – machines capable of a million trillion ($10^{18}$) calculations per second – expected to come online later in this decade. Fellows Brian Lockwood and Hayes Stripling research uncertainty quantification, a key tool for maximizing exascale potential.

The fellowship meets these goals with a unique program that creates well-rounded students and exposes them to avenues outside their immediate field. This cross-pollination often results in surprising insights and lasting collaborations, as in the partnership of statistician Eric Chi and applied mathematician Tamara Kolda.

These are just a few examples of DOE CSGF fellows and alumni working to attack the issues facing us in the years ahead.
W
RESEARCH COULD ILLUMINATE PROMISING PHOTOVOLTAICS

WITH HIS FUTURE WIFE on the other side of the country during his summer 2010 practicum at Lawrence Berkeley National Laboratory (LBNL), Anubhav Jain had enough spare time to pick up a hobby.

The Department of Energy Computational Science Graduate Fellowship (DOE CSGF) recipient bought a few books and dove into photography, testing his abilities with inexpensive digital cameras. The results are on his website, anubhavjain.net.

“I like composition a lot – how you can frame your shot so that things are at places your eye will be drawn to and how you can lead the viewer to certain things,” says Jain, who earned his doctoral degree from the Massachusetts Institute of Technology (MIT) in August 2011.

Composition of a different type dominates Jain’s working hours. He uses high-performance computers to calculate the properties of inorganic compounds of both untested and previously known compositions. The assessments portray a material’s stability, energy-storing capacity and other qualities. Like a good photo, the calculations draw scientists’ eyes to the most promising materials for synthesis and testing. The goal: Get new energy-saving and energy-producing materials to market faster.

Jain helped MIT Materials Science and Engineering Professor Gerbrand Ceder develop the Materials Genome Project, a computational encyclopedia of properties for inorganic materials. They combined powerful parallel-processing computers and density functional theory (DFT) algorithms to simultaneously portray the characteristics of tens of thousands of materials. DFT, a quantum mechanical modeling method, calculates the arrangement and interactions of electrons in atoms and molecules, breaking materials into geometrically arranged repeating cells to more easily capture the material’s bulk properties. The problem, however, becomes more difficult as the number of electrons in each cell increases.

The Materials Genome has been used to predict material structures and screen for compounds suitable for purposes like absorbing mercury from coal gasification. With Ceder’s group, Jain helped use its methods to computationally combine lithium with other elements in search of compounds for lighter, longer-lasting batteries. As a Luis W. Alvarez Fellow in Computational Science at LBNL, Jain now helps move the Materials Genome into its next iteration: the Materials Project.

The Department of Energy Computational Science Graduate Fellowship supports the nation’s brightest science and engineering students, allowing them to concentrate on learning and research. The work of more than 250 DOE CSGF alumni has helped the United States remain competitive in a global economy.

IN THE CLASSIC CARICATURE of a summer internship, college students slave away at “gofer” duties and other tedious tasks.

Not so for Department of Energy Computational Science Graduate Fellowship recipients’ summer practicums. Fellows are dispatched to national laboratories and tasked with hard problems – research subjects outside the bounds of the projects they carry out at their home universities. They work with leaders in subject matters of national importance and often employ some of the world’s most powerful computers. The experience exposes fellows to the unique blend of resources and collaboration found at national laboratories.

The summer subject may be tangential to their doctoral project – like the materials research Anubhav Jain pursued or the uncertainty quantification projects Brian Lockwood and Hayes Stripling IV tackled. Or the summer may be a branch out into an interesting area outside their usual realm, as with Eric Chi’s foray into tensor factorization. Either way, fellows return to campus with new perspectives and tools, both professional and personal.
**SWITCHING TO SOLAR MATERIALS**

As with his MIT research, Jain's summer 2010 project goal was to devise high-throughput methods for computing the properties of thousands of new materials. This time he focused on identifying inorganic photovoltaic (PV) solids for solar power cells. If the succeeded, computers could rapidly screen compounds for their PV potential and find the most promising ones for testing. While they have huge potential for helping solve the world's energy problems, "it's just a lot harder to model solar PV properties than it is to model battery properties," Jain says. He worked with Jeffrey Neaton, director of the Nanostructured Materials Facility in LBNL's Molecular Foundry, which houses nanoscale theory, fabrication, testing and simulation research.

A compound's potential efficiency as a PV material depends, in part, on its ability to absorb sunlight, as represented by its absorption spectrum. The band gap is the minimum energy at which the material will absorb sunlight, as in the low-energy edge of this spectrum, liberating electrons from the array of atoms comprising it. Most photons in sunlight are in a tight range at relatively low photon energies — the visible spectrum. An ideal solar PV material has a band gap small enough to absorb those photons, but not so small that the electrons carry too little energy to do meaningful work. "What we really cared about," Jain says, "was how thick you need to make your solar cell material in order to absorb 85 percent of the incoming light. That's a function of the absorption spectrum."

As his baseline, Jain used calculations published in the journal Environmental Science & Technology in 2009 by Cyrus Wadia of the University of California, Berkeley, and collaborators. They combined band gap and absorption spectrum data with materials cost and availability information to compute several substances' potential for solar cell use. Interest in iron pyrite, commonly known as fool's gold, jumped when Wadia's group found it promising. Wadia's team calculated solar PV feasibility for only 23 materials because they lacked band gap and absorption spectrum data for more. The challenge was to calculate those quantities for untested compounds, Jain says. "If we could do that, we could evaluate those materials' potential for use as next-generation solar PV materials."

**KEEPING IT SIMPLE**

There are considerable obstacles, however. The underlying DFT equations describing interactions between electrons and ions in atomic nuclei cannot be solved exactly, so DFT methods can only approximate solutions. And while standard DFT methods do well calculating atoms and electrons in their low-energy ground state, they struggle to portray electrons that visible light has excited. Their ability to predict trends in band gaps is spotty.

Jain's job was to find the simplest approximate approach that would make reasonable predictions about band gap and absorption spectrum. The researchers wanted the computationally "cheapest and most meaningful predictive approximation" to accurately calculate band gap or absorption for 17 materials in the Wadia paper — the ones for which he could find and digitize experimental data. GGA, as expected, failed to accurately calculate band gap or absorption for materials. HSE also gave imprecise solar PV property values, but produced trend lines that provided good predictions of practical quantities, like thickness, that the researchers sought. The low-level theories "were wrong in the fundamental quantity but then when you went up to the practical quantity they were OK," Jain says.

In the final analysis, some of the errors apparently cancelled: When Jain ranked 11 of the materials for solar cell suitability based on band gap and absorption spectrum, the projections matched four of Wadia's top five. "So it seemed like this method could actually be predictive" and scalable to screen thousands of materials, he adds. More importantly, Neaton says, "if you succeeded, you could do that, you could evaluate those materials' potential for use as next-generation solar PV materials."

**FOCUSBING ON BATTERIES**

The practicum gave Jain insights into leading-edge DFT methods and

---

These charts show the calculated and experimentally measured absorption coefficients of silicon (Si, at far left) and iron pyrite (FeS2, at near left). For reference, the solar spectrum is shown on an arbitrary scale and labeled "AM1.5G." For silicon, very little absorption occurs at energies overlapping with the solar spectrum. This is borne out in both GGA and HSE06 (hybrid) calculations. Typically, GGA redshifts the absorption spectrum compared to experiments, whereas HSE06 blueshifts, as is the case for silicon. Silicon's poor absorption is one of its major limitations as a photovoltaic material. In contrast, iron pyrite's absorption spectrum overlap with the solar spectrum is much greater, suggesting that much thinner films could be used to capture the same amount of light. This is correctly predicted by GGA calculations, particularly in the energy range relevant for solar capture (energies less than 4 electron volts). Somewhat surprisingly, iron pyrite's better absorptivity isn't reflected in HSE06 calculations. The behavior of iron pyrite as a solar cell material is indeed complex and poorly understood, and has been the subject of several detailed computational studies.
The Materials Project, the next generation of the Materials Genome project led by the Massachusetts Institute of Technology (MIT), is more than a database of compounds’ properties as computed and compiled on supercomputers. It’s also an arena for materials scientists, applied mathematicians and others to join forces on research into creating compounds key to clean energy, says Gerbrand Ceder, a professor of Materials Science and Engineering at MIT. “I know it all sounds very Zen-like, but it really is a more collaborative platform” than the Materials Genome project he led. “We’re making it easier for other researchers to come in with their skill sets.”

The Materials Genome, which Department of Energy Computational Sciences Graduate Fellowship recipient Anubhav Jain helped establish, compiled huge quantities of computed materials property data. But, Ceder says, “our expertise was in phase diagrams, materials property data. But, Ceder says, "our expertise was in phase stability and battery materials. We’re now working in collaboration with other people who want to do this in say, optimal properties of molecules for photovoltaics.”

Computers based at Lawrence Berkeley National Laboratory’s National Energy Research Scientific Computing Center host the Materials Project database. Along with machines at Berkeley Lab’s Molecular Foundry and the University of Kentucky, NERSC also helps compute material properties like stability, voltage and capacity for dozens of new entries each day.

The database is expanding rapidly, Ceder says. As of May 2012, about seven months after launching, over 19,000 entries were online and more than 2,000 users had registered, about a quarter of them from industry.

Jain was instrumental in developing the high-throughput system, Ceder says. “Nobody had ever built this in an automated way, that you could pull compounds out of a database and run the relevant calculations on them, store them in a database and systematically search that.”

At LBNL, Jain is upgrading Materials Genome entries as they’re moved into the Materials Project (see sidebar). The result should be more accurate computed values, Ceder says. “There’s a higher level of scrutiny you need to apply” for a public database. “It’s like the difference between cooking for yourself and opening up a restaurant. There’s some difference in standards,”

Jain wasn’t unfamiliar with life at a lab before coming to LBNL. His father, Anineh Jain, is a physicist who brought his family, including 5-year-old Anubhav, to the United States from India when he joined Stony Brook University. The elder Jain later moved to DOE’s Brookhaven National Laboratory on New York’s Long Island. Nonetheless, Anubhav Jain says he’s still uncertain whether he’ll follow his father into the laboratory system. For now, he’s content to work under a postdoctoral appointment before deciding whether to seek a permanent post or go into academia.

Neatson, for one, hopes Jain sticks around. “The work he’s doing is in the spirit of a national lab. It’s collaborative, it has a lot of relevance to some of the most important problems facing society in energy and other sectors. I think it’s ideal for a lab setting.”

The Materials Project will hasten the search for promising solar cell materials.

The quest for new battery materials, meanwhile, has yielded results. While with the Ceder group, Jain helped sift thousands of lithium compounds, narrowing them down to one known and two previously unknown classes with promising characteristics. Ceder’s group has submitted applications to patent the three compound classes for battery applications and is testing permutations of each. There’s still a long road ahead, though, to test particle size, coatings and other characteristics before any could appear in batteries.

Ceder led. “We’re making it easier for other people who want to do this in the Materials Genome project. We’re making it easier for other people who want to do this in, say, optimal properties of molecules for photovoltaics.”

Computers based at Lawrence Berkeley National Laboratory’s National Energy Research Scientific Computing Center host the Materials Project database. Along with machines at Berkeley Lab’s Molecular Foundry and the University of Kentucky, NERSC also helps compute material properties like stability, voltage and capacity for dozens of new entries each day.

The database is expanding rapidly, Ceder says. As of May 2012, about seven months after launching, over 19,000 entries were online and more than 2,000 users had registered, about a quarter of them from industry.

Excited-state calculations. He’s hoping the Materials Project will hasten the search for promising solar cell materials.

The quest for new battery materials, meanwhile, has yielded results. While with the Ceder group, Jain helped sift thousands of lithium compounds, narrowing them down to one known and two previously unknown classes with promising characteristics. Ceder’s group has submitted applications to patent the three compound classes for battery applications and is testing permutations of each. There’s still a long road ahead, though, to test particle size, coatings and other characteristics before any could appear in batteries.

Jain was instrumental in developing the high-throughput system, Ceder says. “Nobody had ever built this in an automated way, that you could pull compounds out of a database and run the relevant calculations on them, store them in a database and systematically search that.”
ANCIENT FOR EXASCALE COMPUTING

New reactors are to help evolve the nuclear power industry, efficiently and economically. To calculate uncertainty inherent in the models used to design them, Mihai Anitescu says, Anitescu, a computational mathematician at Argonne National Laboratory, heads uncertainty quantification research for CESAR, the Center for Exascale Simulation of Advanced Reactors. CESAR will make multiphysics nuclear reactor simulation codes with exascale computers capable of a trillion trillion calculations per second — about a thousand times more powerful than today’s best supercomputers. “My job is to put together advanced models for uncertainty and allow them to permeate to the next designs of reactors,” Anitescu says.

During his summer 2010 practicum at Argonne, Department of Energy Computational Science Graduate Fellowship recipient Brian Lockwood helped Anitescu develop a way to incorporate gradient information into surrogate models used to calculate uncertainty. That method could help improve uncertainty quantification on exascale models.

“We’re talking about exascale, we’re talking big time. We’re talking about a [computer] architecture no one has seen,” Anitescu says. Yet he believes “decision-making under uncertainty has a computational pattern ideally suited for exascale.”

CLIMBING A GRADIENT

Their approach, GEUK, for gradient-enhanced universal Kriging (pronounced kreeking), built on Anitescu’s research incorporating gradient information into polynomial regression surrogate techniques. “Regression models tend to be super sensitive in terms of how they assume the error to behave,” Anitescu says. GEUK can reduce uncertainty and is more general, so that slight changes in the problem don’t lead to substantially different uncertainty predictions.

In essence, the GEUK surrogate combines training data from the full model with gradient data representing how much an output changes in response to an input change. In a sense, gradients tell researchers something about the shape of the simulation’s design space – the outputs possible for a set of parameters. Gradients are a derivative, which describes the rate of change in a quantity with respect to another quantity. For example, velocity is a derivative of the distance an object travels over time.

It costs relatively little additional computer time for the full-size simulation to calculate derivatives at the same time it generates outputs, Lockwood says, yet incorporating gradients further constrains the surrogate: “If I put more constraints on what my model needs to look like as I go through the points I’ve actually sampled, I get a higher-quality surrogate.”

These visualizations show simulations of isosurfaces of axial flow velocity in a 19-pin nuclear fuel rod bundle with wire-wrap spacers. Color indicates the variation in pressure (blue-green is low, orange-red is high) as coolant moves through the bundle. The upper image shows an instantaneous snapshot of the turbulent flow field. The lower image shows the time-averaged field. Simulations were performed with 360,000 spectral elements of order N+1 (123 million grid points) on the IBM Blue Gene/L at the Argonne Leadership Computing Facility.

The final element in Lockwood’s approach is Kriging, which considers the distance between points when deciding how much they’re correlated and how much weight to give them when estimating the location of an unknown point. Kriging flexibly incorporates gradients in the surrogate, Lockwood says. It also addresses bias in standard regression techniques, meaning the predictions they generate may not intersect all the training data points. “That’s not a great thing to have in a surrogate,” Lockwood says. “Kriging ensures my surrogate matches at every single point that I sampled” in the full model.

Universal Kriging not only provides a mean prediction for each sample, but also estimates its variance. A large variance means the surrogate doesn’t have enough data from the full model to make a good prediction. Either more sample data are needed or the surrogate’s predictions must account for the variance.

“You have uncertainty due to input parameters and you also have uncertainty based on your surrogate model,” Lockwood says. Kriging “allows you to easily assign confidence even on the surrogate prediction itself.” To test the GEUK method, Lockwood and Anitescu ran a simplified nuclear reactor model hundreds of times with varying input parameters to generate a database of peak fuel pin temperature predictions. They trained the surrogate with a small set of data points and derivatives obtained from the model.

To assess accuracy, the researchers probed the surrogate and compared the results with those the full model generated. Even with as few as eight training points the surrogate approximated the full model’s behavior with errors of less than 1 percent, Lockwood says.

Lockwood and Anitescu published a paper on the research in a recent issue of the Journal of Nuclear Science and Engineering; Lockwood also presented at the 2011 Society for Industrial and Applied Mathematics Conference on Computational Science and Engineering and the American Nuclear Society 2011 meeting in Chicago. Lockwood, Anitescu and Lockwood’s doctoral advisor, Dimitri Mavriplis, also submitted a paper for a meeting of the American Institute of Aeronautics and Astronautics in January 2012, calculating the effects of uncertainty arising from the combination of random circumstances and imprecise measurements.

Anitescu, meanwhile, will include GEUK in a software “sandbox” for surrogate model construction.

GOING HYPERSONIC

Lockwood embraced GEUK’s Kriging component for his doctoral research on modeling hypersonic flows – those moving at speeds of at least Mach 5, such as those spacecraft encounter when returning to earth.

“The two things you need to know about hypersonic flows are they’re really, really hard to solve and they’re really, really nonlinear,” Lockwood adds. That means looking at one point in a distribution or at data from a specific location tells researchers little about what will happen overall.

Lockwood and Mavriplis, a mechanical engineering professor at Wyoming, used adjoint techniques to solve hypersonic flows with sensitivity analysis – assessing which input parameters most influence a particular simulation output. Derivatives are key to sensitivity analysis, but the standard approach of linearizing a database of solutions, then solving them and calculating derivatives, requires deciphering a different problem for each of perhaps hundreds of inputs.

Top right: Comparison of Kriging error in approximating the cosine function. Incorporating gradient information into the Kriging model decreases the number of samples required for an accurate approximation.

Middle right: Point-wise error comparison for approximating the output of a MATLAB thermodynamics model. The simulation output for a variety of inputs can be accurately predicted using only eight simulation results and associated gradients.

Bottom right: Global error comparison for predicting the MATLAB thermodynamics model output. When gradients are incorporated into the Kriging model, the number of baseline simulations required for an accurate surrogate is greatly diminished, allowing for uncertainty quantification within an affordable budget.
An adjoint method, in contrast, transposes the linearized equations. "Instead of sweeping through them forward, I sweep through them backward," Lockwood says. "This variable pops out, called the adjoint" that can quickly calculate a single output’s sensitivity to them. By the output’s sensitivity to them, the uncertainty inherent in each input can be propagated through the model and weighted by the output’s sensitivity to them. "My contribution," Lockwood says, "has been computing gradients on these flows of reacting gases. That "opens up uncertainty quantification on flows, something I haven't seen before." It was just a matter of picking the right problem, Anitescu says. Lockwood "realistically understood the material and he’s meticulous about it. He’s also interested in pursuing it until he implements it — or re-implements it — for his own purposes. DOE CSGF alumni are interdisciplinary experiences. We badly need people like him in the lab system."

Kriging uses sensitivity analysis data to handle the nonlinear nature of parameters affecting a simulation’s output. Lockwood had used a Kriging code before his practicum, but had only a vague notion of how it worked. Now he’s replaced the group’s Kriging code with his ArgoUML method. "I’ve gone from being one of the users of Kriging in my lab to being the expert on it." Not bad for someone who was told he would be treated more as a collaborator as opposed to someone giving him his own purposes. DOE CSGF alumni are well worth recruiting an expert in applied mathematics and statistics for his doctorate in statistics from Rice University last summer. With so little data for analysis, it looks like a completely impossible task to make decent predictions," he adds. "But it’s not impossible to have some improvement."
Tensors characterize data that have multiple dimensions. Netflix data are indexed in two dimensions, but "there's lots of data out there that can be indexed three, four, five -- whatever ways," Chi says. Video images can be three-dimensional tensors: each pixel in a frame is indexed on X, Y axes and in time. In brain imaging, tensor data can include time, frequency, experimental conditions and other dimensions. "Tammy was doing these tensor models and I thought, 'Oh, they're actually very similar to this Netflix data,'" Chi says. "I saw this great opportunity to branch out into an area I wasn't doing before.'"

Like the Netflix Prize, Kolda's work deals with sparse data and factorization, also known as decomposition, which produces a simpler picture of a matrix, making it easier to analyze or perform computations on its data. Tensor factorization is similar, but with multiple dimensions.

Kolda and Chi focused on alternative ways to account for error when fitting mathematical models of patterns -- the systematic variation -- with data to judge the model's accuracy. "You need some measure of goodness of fit," called the loss, Chi says. Data-fitting techniques often make assumptions about nonsystematic variation -- the chalk. If it doesn't behave as expected, it will be hard to accurately separate it from the wheat -- the systematic variation. Chi's approach discarded standard "least-squares" error measurement in favor of a "least 1-norm" approach that copes better with noise outside a Gaussian, or bell-shaped, curve. (See sidebar, page 16.) It was interesting work, Kolda says, "but what was more interesting, at least for me, was the idea you should even think outside of least squares error.'" Chi "changed my view of the world, and that's unusual. He really opened up questions and ideas that were new to me.'"

### EMAIL ANALYSIS

In summer 2011 Chi's goal was again to find factors generating patterns in sparse data, but with some differences: The data were based on counts of things, like interactions between two or more parties; and they're nonnegative, so each count is zero or more.

For instance, researchers may want to study email correspondence to predict who will email whom, when and how often. "If you look at, say, a group of 100 people, they're not all emailing each other," Kolda adds. But "maybe there are subgroups that are emailing each other quite a bit," so the data are sparse.

Most transactional data, like phone calls, purchases or network traffic, has this sparse count structure, Kolda says, so the technique she and Chi developed could have applications in national security, marketing, network administration and even modeling social networks. "The simple latent picture you're trying to suss out is community structure,'" Chi says.

Chi borrowed a familiar technique: maximum likelihood estimation (MLE) with an assumed Poisson data distribution, which typically describes counts of independent events over time. The MLE finds model parameters under which observations are most likely. The technique, called CPAPR (CANDDECOMP/PARAFAC alternating Poisson regression) "gives a nice, succinct summary for how different trends in each of different measurement modes are interacting to generate the data,' Chi says. Chi and Kolda tested the method on at least two data sets, including email from Enron, the energy trading company that crashed in 2001 amid a Securities and Exchange Commission (SEC) investigation into financial misdeeds. The tensor data had three dimensions: sender, receiver and time. The researchers also had information about correspondents' jobs and departments.

"The cool thing about this model is, for the tensor factorization, it automatically sorts out the sender and receiver groups over time," Chi adds. "You'll see (members of) the legal department talking with other members at X number of days before the SEC investigation and things like that.'"

Chi and Kolda have submitted a paper detailing their results. Like his 2011 Sandia project, Chi's doctoral research dealt with sifting through noise, outliers and other problems to find patterns in complex, high-dimensional data with sparse samples of real data points. He and advisor David Scott researched approaches that could be useful to screen gene expression data and find effective disease treatments. With huge yet sparse bioinformatics datasets, "it's becoming less and less practical to invest time cleaning up the data before you do your analysis,'" says Scott, the Noah Harding professor of statistics at Rice. The algorithms he and Scott developed simultaneously propose models and analyze their fit.

"There are two strategies: I want to reduce error overall, or I can tolerate some really bad errors if the less-bad errors are super, super small,'" Chi says. MLE takes the first approach, making it sensitive to large errors. Scott says the integrated square error approach he calls L2E does the latter. "If there's a bad data point you're not going to make it go to zero. You … sort of tag it as something that doesn't fit the model.'"

Chi and Scott performed tests showing the method handles contamination better and copes with misspecification -- choosing the wrong modeling method because of faulty data assumptions. "If you start with a model that's too simple, then usually the estimation is pretty messed up,' Scott says. With L2E, "if the model you specify is appropriate for a subset of the data … it can find that subset and model it. Then it will indicate which data points it's not trying to model.'"

Scott says Chi's thesis research and practicums overlapped slightly, but Chi mainly benefited from working in a different discipline. As one of the few statisticians at Sandia, Chi "really came away with some perspective about how to talk about the nonstatistical things with very smart scientists.'"
TURNING DOWN THE NOISE IN DATA

When fitting mathematical models of patterns to existing data, what researchers believe about noise makes a big difference, Eric Chi says. The least squares method commonly used to calculate loss in tensor-based models assumes noise is Gaussian – distributed in a bell-shaped curve. That’s usually a good assumption, Chi says, but there could be non-Gaussian variations. Surveillance videos, for instance, change little from frame to frame, but an object or person crossing the picture produces the high intensity; sparse noise least squares is sensitive to, potentially disrupting the method.

The least 1-norm approach Chi used in his 2010 practicum is “willing to have one or two large errors if it can shrink a lot of smaller errors down to zero.” But the approach is more difficult to solve, so Chi tapped a majorization-minimization algorithm that takes an indirect approach to shrink small errors and breaks the problem into easier steps.

Chi tested his algorithm, named CPAL1 (CANDECOMP/PARAFAC alternating least 1-norm) on data designed to emulate video surveillance footage: a 256-pixel square image of a blue and red blob changing shape over 200 time steps. First Gaussian noise, resembling snow, obscured the image. The standard least squares algorithm picked out the image perfectly. CPAL1 did nearly as well. Chi and Kolda produced a technical report on the project and Chi presented the research at a lab seminar and at the 2010 Neural Information Processing Systems Foundation workshop.

Kolda agrees. “I loved that (Chi) was interested and open not only to learning what I knew but teaching me about what he knew – with a lot of patience.”

Chi praises Kolda as both a researcher and a mentor. “It’s just awesome to be able to work with the ‘queen of tensors’ from the applied math community,” he says. “I think it would be very foolish not to build on it” with further collaboration.

Of course, Chi must fit that in around his postdoctoral position at the University of California, Los Angeles, under Kenneth Lange, where he’s still seeking signals in complex data – DNA sequences – and, in the long run, a faculty post.

HAYES STRIPLING IV
Texas A&M University
Lawrence Livermore National Laboratory

IN HIS FORMATIVE YEARS, Hayes Stripling IV spent weeks hunting quail and doves in the scrub near Big Spring, the west Texas town where the three previous Hayes Striplings grew up.

Now, Stripling zeroes in on something much different: uncertainties in computer simulations. Uncertainty quantification (UQ) is a rising research area that puts a number on the amount of error in results from complex computer models. That error may come from imprecise input data, characterizations of unmeasurable physical processes, rounding numbers in calculations and other sources. UQ gives scientists and policy-makers an idea of how reliable computer predictions are.

As a nuclear engineering doctoral student at Texas A&M University, Stripling has become adept at targeting uncertainty. Many of the tools and skills he’s applied were collected during practicums arranged at national laboratories under his Department of Energy Computational Science Graduate Fellowship (DOE CSGF).

In 2010, Stripling worked under Gardar Johannesson, a senior applied statistician at Lawrence Livermore National Laboratory, and tied into the UQ Strategic Initiative, the lab’s interdisciplinary effort to refine UQ methods. Johannesson focuses on UQ methods to automate the way inputs to simulations are chosen and calibrated to more accurately predict reality.

Today’s detailed models of complex processes like nuclear reactor operation and climate evolution can take weeks to run, even on powerful computers. Only a few runs are possible – “far fewer than you would actually like to do,” Johannesson says – each with slightly different uncertain inputs to build a database of results. That’s used to train a statistical response model that tries to accurately predict results the full-scale code would produce given a set of previously untried inputs. Response models also help focus on the most important parameters, addressing the dreaded curse of dimensionality: The number of possible combinations to explore grows exponentially with the number of inputs that can influence the results. Climate models, like the Community Atmospheric Model (CAM) the Livermore researchers use as a test bed, are “the epitome of the curse of dimensionality,” Stripling adds.

Statistical response models are, essentially, surrogates for the full simulation – simpler versions researchers can quickly sample thousands of times, tweaking the inputs each time to calibrate them to the full model and produce results for UQ. They infer the mapping between a simulation’s inputs and outputs: If a set of 10 inputs leads to a set of 10 outputs in the full simulation, the response model builds a mathematical function that replicates the results. “If I want to get an idea for what my big simulation would give me at a new set of inputs – an 11th input set, if you will – then this response model should give me a good guess but at a very cheap cost” in computer time, Stripling says. “Even more importantly, the response surface should give me an idea as to how confident it is in that prediction,” thereby quantifying uncertainty.
practicum profiles

The practicum, Stripling says, targeted a specific CAM output: long-wave radiation flux, also known as FLUT, a measure of the energy Earth’s surface reflects back into space. He trained the BMARS model on data from 714 runs of the full model, then sampled outputs from the simplified model. The approach improved the distribution of FLUT outputs from multiple model runs. “If that distribution is extremely wide, in some sense, and flat, then we don’t know much about that output,” Stripling says. A narrow distribution indicates “we’re zeroing in on some answer, which is the average of that distribution that we’re starting to have some confidence in.” BMARS also ensured the center of the narrower distribution falls on a data point from real-world measurements. Using BMARS, Stripling worked with 21 inputs—from among hundreds of possibilities—that drive FLUT the most, then calibrated them and ranked them in order of importance. “We were able to zero in on what the actual values of the uncertain inputs are that are making our simulation more accurate. And then we were able to improve that output distribution and move it toward the satellite data.” Stripling presented a poster on the project at Livermore’s summer intern symposium and earned a prize for the best student poster from the computation directorate. He also presented the research in a lab seminar. Since then, Johannesson says his group has reimplemented the approach in a UQ code to analyze multiple response models.

To test the algorithm, Stripling targeted a specific CAM output: long-wave radiation flux, also known as FLUT, a measure of the energy Earth’s surface reflects back into space. He trained the BMARS model on data from 714 runs of the full model, then sampled outputs from the simplified model. The approach improved the distribution of FLUT outputs from multiple model runs. “If that distribution is extremely wide, in some sense, and flat, then we don’t know much about that output,” Stripling says. A narrow distribution indicates “we’re zeroing in on some answer, which is the average of that distribution that we’re starting to have some confidence in.” BMARS also ensured the center of the narrower distribution falls on a data point from real-world measurements. Using BMARS, Stripling worked with 21 inputs—from among hundreds of possibilities—that drive FLUT the most, then calibrated them and ranked them in order of importance. “We were able to zero in on what the actual values of the uncertain inputs are that are making our simulation more accurate. And then we were able to improve that output distribution and move it toward the satellite data.” Stripling presented a poster on the project at Livermore’s summer intern symposium and earned a prize for the best student poster from the computation directorate. He also presented the research in a lab seminar. Since then, Johannesson says his group has reimplemented the approach in a UQ code to analyze multiple response models.

But, Johannesson says, using a surrogate “adds uncertainty, and that’s the whole thing. It’s just a statistical model that’s trained on data from the code.” In his practicum, Stripling focused on accounting for that added uncertainty, something not routinely done in previous research. His goal, Johannesson says, was “to look into a particular new method that has been proposed. We wanted to learn more about it so it was a perfect opportunity for him to dive into that.”

GOING TO MARS

The method starts with Multivariate Adaptive Regression Splines (MARS), which generates “splines”—simple mathematical representations of possible responses to varying inputs. The method creates several candidate splines, then looks for ones that fit the training data in the simplest and most accurate way.

To incorporate the response model’s inherent uncertainty, Stripling added a new twist: a Bayesian approach (Bayesian Multivariate Adaptive Regression Splines or BMARS) that samples an ensemble of MARS models instead of one. “Say we have a set of five inputs that can vary between a low value and a high value. We just pick a point randomly in that input space and use BMARS to predict what the climate model would give us,” Stripling says. The algorithm compares the prediction with real-world data and evaluates the likelihood that set of inputs accurately depicts reality. It accepts or rejects the proposed point and moves to another one. “At the end of the day you have this group of points that have been accepted. That’s how you form a probability space on the inputs.” The technique also helps tackle dimensionality because “the BMARS surrogate will zero in on the important parameters,” Stripling says.

To incorporate the response model’s inherent uncertainty, Stripling added a new twist: a Bayesian approach (Bayesian Multivariate Adaptive Regression Splines or BMARS) that samples an ensemble of MARS models instead of one. “Say we have a set of five inputs that can vary between a low value and a high value. We just pick a point randomly in that input space and use BMARS to predict what the climate model would give us,” Stripling says. The algorithm compares the prediction with real-world data and evaluates the likelihood that set of inputs accurately depicts reality. It accepts or rejects the proposed point and moves to another one. “At the end of the day you have this group of points that have been accepted. That’s how you form a probability space on the inputs.” The technique also helps tackle dimensionality because “the BMARS surrogate will zero in on the important parameters,” Stripling says.

The practicum, Stripling says, targeted a specific CAM output: long-wave radiation flux, also known as FLUT, a measure of the energy Earth’s surface reflects back into space. He trained the BMARS model on data from 714 runs of the full model, then sampled outputs from the simplified model. The approach improved the distribution of FLUT outputs from multiple model runs. “If that distribution is extremely wide, in some sense, and flat, then we don’t know much about that output,” Stripling says. A narrow distribution indicates “we’re zeroing in on some answer, which is the average of that distribution that we’re starting to have some confidence in.” BMARS also ensured the center of the narrower distribution falls on a data point from real-world measurements. Using BMARS, Stripling worked with 21 inputs—from among hundreds of possibilities—that drive FLUT the most, then calibrated them and ranked them in order of importance. “We were able to zero in on what the actual values of the uncertain inputs are that are making our simulation more accurate. And then we were able to improve that output distribution and move it toward the satellite data.” Stripling presented a poster on the project at Livermore’s summer intern symposium and earned a prize for the best student poster from the computation directorate. He also presented the research in a lab seminar. Since then, Johannesson says his group has reimplemented the approach in a UQ code to analyze multiple response models.
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The practicum, Stripling says, targeted a specific CAM output: long-wave radiation flux, also known as FLUT, a measure of the energy Earth’s surface reflects back into space. He trained the BMARS model on data from 714 runs of the full model, then sampled outputs from the simplified model. The approach improved the distribution of FLUT outputs from multiple model runs. “If that distribution is extremely wide, in some sense, and flat, then we don’t know much about that output,” Stripling says. A narrow distribution indicates “we’re zeroing in on some answer, which is the average of that distribution that we’re starting to have some confidence in.” BMARS also ensured the center of the narrower distribution falls on a data point from real-world measurements. Using BMARS, Stripling worked with 21 inputs—from among hundreds of possibilities—that drive FLUT the most, then calibrated them and ranked them in order of importance. “We were able to zero in on what the actual values of the uncertain inputs are that are making our simulation more accurate. And then we were able to improve that output distribution and move it toward the satellite data.” Stripling presented a poster on the project at Livermore’s summer intern symposium and earned a prize for the best student poster from the computation directorate. He also presented the research in a lab seminar. Since then, Johannesson says his group has reimplemented the approach in a UQ code to analyze multiple response models.

The practicum, Stripling says, targeted a specific CAM output: long-wave radiation flux, also known as FLUT, a measure of the energy Earth’s surface reflects back into space. He trained the BMARS model on data from 714 runs of the full model, then sampled outputs from the simplified model. The approach improved the distribution of FLUT outputs from multiple model runs. “If that distribution is extremely wide, in some sense, and flat, then we don’t know much about that output,” Stripling says. A narrow distribution indicates “we’re zeroing in on some answer, which is the average of that distribution that we’re starting to have some confidence in.” BMARS also ensured the center of the narrower distribution falls on a data point from real-world measurements. Using BMARS, Stripling worked with 21 inputs—from among hundreds of possibilities—that drive FLUT the most, then calibrated them and ranked them in order of importance. “We were able to zero in on what the actual values of the uncertain inputs are that are making our simulation more accurate. And then we were able to improve that output distribution and move it toward the satellite data.” Stripling presented a poster on the project at Livermore’s summer intern symposium and earned a prize for the best student poster from the computation directorate. He also presented the research in a lab seminar. Since then, Johannesson says his group has reimplemented the approach in a UQ code to analyze multiple response models.
Jeffrey Hittinger
Lawrence Livermore National Laboratory

In a way, JEFFREY HITTINGER spends his life at two extremes. As a Lawrence Livermore National Laboratory (LLNL) computational scientist he focuses on the physics of plasmas – searing clouds of speedy ions and electrons – for fusion energy. Off the job, he’s often on the ice, tending goal for a San Francisco Bay-area amateur hockey team. Instead of simulating flying particles, he’s blocking or catching flying pucks.

His two interests share a fast pace – extraordinarily fast for plasmas – and a challenging nature, Hittinger says. “I’m attracted to difficult things,” he adds. He pauses, then laughs. “I’m a goalie, so maybe I’m interested in difficult, high-pressure things.” Likewise, “we get to work on hard problems” at the lab’s Center for Advanced Scientific Computing (CASC), Hittinger says. And like pucks flying in from unexpected directions, “there are always new problems coming at you.”

Hittinger, a Department of Energy Computational Science Graduate Fellowship (DOE CSGF) recipient from 1996 to 2000, creates and tweaks computer algorithms that emulate and elucidate aspects of some of the world’s most complex experiments.

“When I came to the lab,” Hittinger says. “As a graduate student, he used gas kinetics to model fluid mechanics. Lab personnel recruited him to improve fluid plasma models for laser-driven inertial confinement fusion (ICF), the goal of the National Ignition Facility (NIF). In NIF’s stadium-sized building, powerful lasers shoot into a hohlraum, a thimble-sized container holding a BB-sized capsule of frozen hydrogen isotopes. The laser pulse generates powerful X-rays, imploding the pellet with tremendous pressure and heat. The hydrogen atoms fuse, releasing energy in a process similar to that powering the sun.

“ICF to work, you have to get a nice, clean implosion,” Hittinger says. “To do that, you need all the energy you’re putting into the system to go where you want it to go.” Plasma, however, can interact with the lasers, scattering or reflecting them.

Hittinger has helped improve laser-plasma interaction simulation codes, sometimes replacing or refining the hydrodynamic algorithms at their heart. He’s worked on adaptive mesh refinement (AMR) to focus computation on the most interesting areas, like where instabilities occur.

VALHALLA, one of Hittinger’s latest ICF projects, combines AMR with an efficient algorithm for solving the Vlasov-Poisson equations, which describe the self-consistent evolution of plasma particle distributions. The goal: cut the computational cost of simulations in phase space – up to three spatial and three velocity dimensions – to make such simulations practical. “We haven’t demonstrated yet that it’s absolutely going to give you a speedup” in computation, Hittinger says, but work is continuing.

Hittinger’s ICF work led him to magnetic confinement fusion, which trades a tiny pellet for a giant plasma cloud, hotter than the sun, swirling through a donut-shaped chamber called a tokamak. In the core, a magnetic field confines the plasma while radio waves heat it enough to strip away electrons and fuse hydrogen nuclei.

Hittinger works on kinetic models for the plasma edge – where the magnetic field doesn’t confine the plasma – which varies significantly. To be most efficient, the models’ computational grids should follow the magnetic field lines, Hittinger says. “Of course, the magnetic field is not a simple structure, especially in a tokamak and certainly not in an edge geometry.”

Nonetheless, COGENT, the code Hittinger is developing with researchers from LLNL and Lawrence Berkeley National Laboratory – including fellow DOE CSGF alumnus Daniel Martin – already has shown good agreement with some theoretical benchmarks. It uses high-order methods on mapped grids to solve the gyrokinetic Vlasov-Poisson equations, a plasma model suitable for an imposed magnetic field.

VALHALLA and COGENT are just two of the many “pucks” that have Hittinger’s attention. He’s also helped plan for the Fusion Simulation Program, a proposed multiphysics, multi-institutional effort to develop a predictive, whole-device tokamak model. The project would couple codes portraying different physical properties, much as climate researchers join components into community models.

“It’s a full plate for someone who didn’t picture himself at a national laboratory when he started graduate school. “If it weren’t for the CSGF, I probably wouldn’t have come to the lab,” Hittinger says. “I’m glad I did, because it fits my personality and my skill set. We do interdisciplinary things, and they’re hard problems. I don’t think there are many opportunities for that.”
Richard Katz
University of Oxford

Delving into the Deep Earth

Richard Katz may spend his time contemplating what happens far below Earth’s surface now, but his choice of research area wasn’t a particularly deep decision at the time.

“There was never a moment when I said, ‘This is what I’m interested in studying – geophysics of the deep Earth,’” says Katz, a Department of Energy Computational Science Graduate Fellowship (DOE CSGF) recipient from 2001 to 2005. “It was an evolution over probably my whole life. Small decisions led me to where I am.”

Here’s where Katz is: a lecturer in the Department of Earth Science at England’s University of Oxford. He uses computers to model processes occurring deep in the Earth, like plate tectonics, mantle convection and the phase changes that drive magma creation and movement. The models are used to make measurable predictions. The challenge is that they are happening in places beyond our ability to observe with the measuring devices at our disposal.

In a paper published online in the journal Earth and Planetary Science Letters, Katz and doctoral student Samuel Weatherley modeled magma-mantle dynamics and melting reactions beneath mid-ocean ridges. The model says that when mantle heterogeneities melt preferentially, the magma creates isolated channels that provide a path for rapid ascent toward the surface. That flow may be how magma moves, in isolation from the surrounding mantle, to the boundary between the crust and the mantle beyond the mid-ocean ridges. The model also suggests that pools of magma get trapped at the boundary of Earth’s solid outer layers. The pools feed volcanoes or solidify, making the mantle move more heterogeneous.

Katz and his research group use similar techniques to model structures near the other temperature extreme: ice sheets and glaciers. Ice and subsurface materials share many of the same physics, including flows and phase changes under pressure. While scientists recognize the role ice shelves have in Earth’s climate, there’s much they don’t know about them.

In another climate-related project, Katz’s group is developing computational models of how “volatiles” – water, carbon dioxide and other substances – transfer from the solid Earth to the oceans and atmosphere. “In the long term, over millions of years, climate is really controlled by the solid Earth,” Katz adds. “The atmosphere is the tail and the solid Earth is the dog.”

Katz develops his calculations with PETSc (Portable, Extensible Toolkit for Scientific Computation), a software library for large-scale simulations. He first learned to use this toolkit – and other science software – through the DOE CSGF, especially during his 2003 practicum at PETSc’s birthplace, DOE’s Argonne National Laboratory. “I’m interested in spending my time learning about the Earth, so the fact I can leverage these sophisticated tools by world leaders in computation means I can solve problems without having to create all the machinery myself,” Katz says. “The practicum was a key step in my thesis and subsequent work.”

Another key step was Katz’s National Science Foundation postdoctoral research fellowship at Oxford’s rival, the University of Cambridge. The experience helped lead to his faculty appointment.

Katz calls his research group FoaLab to honor his grandfather, Piero Foa, an endocrinologist who fled fascist Italy for the United States, where he made key discoveries about Type I diabetes. Foa stoked his grandson’s curiosity, sharing everything from dissecting frogs to building sand volcanoes. Foa was 94 when he died in 2005, shortly before Katz received his doctorate.

“I think he would be happy to see me working in a field that’s at the cutting edge,” Katz adds. “The use of large-scale computing to study problems in nature is ‘one of the ways science is advancing most rapidly.’
If there’s a theme to Jimena Davis’ postdoctoral research for the U.S. Environmental Protection Agency, it may be exposure. Davis researches ways to calculate uncertainty in computer predictions of how chemical exposure affects human health. She’s also learning about life in a government research enterprise. “It has exposed me to different ways of thinking about things,” says Davis, a Department of Energy Computational Science Graduate Fellowship (DOE CSGF) recipient from 2004 to 2008. “It’s exposed me to a lot of different types of science that I didn’t experience during grad school.”

As a Cross ORD (Office of Research and Development) postdoctoral fellow, Davis works with scientists at both the National Center for Computational Toxicology (NCCCT) and the National Exposure Research Laboratory (NERL) in Research Triangle Park, N.C. “They’re working on the same project, but a lot of the time they work in their own offices and come together toward the end to combine results,” Davis says. “With the Cross ORD program there’s more collaboration the entire time” – with Davis providing the connection. It can be tricky turf to navigate. Davis’ NCCCT mentor, Woodrow Setzer, is a statistician, while her NERL mentor, Rogelio Tornero-Velez, chiefly develops models. “One may think, ‘well, we don’t really need to do a full statistical analysis.’ The other side might say, ‘no, we need to go through X, Y and Z.’ I’m in the middle trying to find common ground.”

For Davis, the collaborative approach is good training for taking simulations all the way from development to analysis. For the EPA, it’s a shorter path to computer calculations that supplement and guide officials’ regulatory rulings. “It has exposed me to different ways of thinking about things,” Davis says. “With the Cross ORD program there’s more collaboration the entire time” – with Davis providing the connection. It can be tricky turf to navigate. Davis’ NCCCT mentor, Woodrow Setzer, is a statistician, while her NERL mentor, Rogelio Tornero-Velez, chiefly develops models. “One may think, ‘well, we don’t really need to do a full statistical analysis.’ The other side might say, ‘no, we need to go through X, Y and Z.’ I’m in the middle trying to find common ground.”

Davis’ research puts a number on how much a model can be trusted. The physiologically based pharmacokinetic (PBPK) models she works on predict the way human bodies absorb, distribute, metabolize and excrete chemicals. They’re the middle component in “linked exposure-to-effects” models. The first parts, exposure models, use data from animal experiments or human activity to estimate how much of a chemical the body takes in. Those results feed into the PBPK model, which calculates how much of the chemical settles in body tissues. Finally, PBPK output goes into an effects model, which estimates adverse consequences.

Davis and her colleagues test their methods by studying pyrethroids, a common class of insecticides. They’re extrapolating data from rat experiments to humans and inputting the results to the linked models.

That extrapolation, however, is one way uncertainty can be introduced into the results. It also can arise from poorly measured or unknown inputs to the models and from imprecise calculations. Another uncertain factor is variability – the fact that each human body will respond somewhat differently to chemical exposures. To cope with variability and uncertainty, Davis and her fellow researchers develop mathematical and statistical methods to intelligently sample the many combinations of parameters and characteristics. “We have uncertainty distributions and variability distributions,” she says. “You can sample the parameters from those distributions, run them through the model and come up with distributions for your predictions as well.” Because of uncertainty, models can’t produce a single answer to questions like what level of exposure is safe for a chemical. They can provide only a range of possibilities.

That doesn’t always satisfy officials who base decisions on the results. “They might want just a single value,” Davis adds. “When you say, ‘Well, no, it’s more in this range,’ that sometimes doesn’t go over as well.” Nonetheless, in the end “you do want to come up with something that can be used in policy.”

Davis chose her post partly because it keeps her close to North Carolina State University, where she earned her doctorate, and to her home state of South Carolina, where she still has family – and people seeking math advice. In her hometown, “everybody kind of knows everybody, so I get calls and emails from a lot of kids,” Davis says. “I might know their parents or their parents know my parents, and they’ll be like, ‘Oh, yeah, Jimena can help out.’”

Davis is glad to. “I definitely want to figure out even more ways or opportunities to mentor young women, especially, but young people in general and motivate them to consider careers” in science, technology, engineering or math. Again, it’s all about exposure.
WINNING ESSAYS
ENCOURAGING COMMUNICATION THROUGH AN ANNUAL WRITING CONTEST

A PLACE IN THE SUN

by Kenley Pelzer

MY SON WAS BORN in the winter in Chicago. Our neighborhood was a wasteland of gray skies and leafless trees, and it was much too cold outdoors for a newborn. Confined to our small apartment, I sang to my baby about flowers and trees and sunshine. As he gazed at the plastic sun and sunshine, I counted the days until spring.

When warmer weather finally came, we made our first trip to the neighborhood park, and I was not disappointed. He was enthralled by his discoveries: the rough bark of trees, the leaves that rustled around us, and the moist dirt that soon covered his hands and clothes. His favorite toy was the grass. Ignoring the swing set, he sat for 20 minutes in a patch of grass, pawing at the ground with his tiny and uncoordinated hands. I plucked out a few blades of grass for him, and he stared with pure capture, marveling at the miracle in front of him. As I watched, I was struck by the fact he wasn’t alone in his amazement. The chemical processes occurring within each blade of grass have captured the wonder and curiosity of thousands of scientists.

Photosynthesis converts the energy of the sun into the chemical energy each blade of grass – in fact, in every plant on earth – needs to survive. The Earth’s plants, algae, and bacteria capture approximately 100 terawatts of energy each year – about six times the power the world’s people consume each year as we pour energy into electrical needs, transportation and more. As the dangers of fossil fuel consumption become increasingly clear, armies of scientists are struggling to find safe and cost-effective ways to meet human energy needs. In their quest for alternative energy sources, they look enviously at the ability of photosynthetic organisms to capture the energy of the sun.

Although photosynthesis has been heavily researched, it’s still a mystery why it’s so efficient. We know that plants are effective at converting solar energy to a form of energy they can use. But how? And if we understand how, can we learn to efficiently capture solar energy ourselves? These questions aren’t easy to answer. Ideally, we’d like to know how a plant processes a single photon (a tiny fragment of light). Understanding photon processing will provide insight into how sunlight provides useful energy to a plant – or to a solar-powered car or home heating system. Unfortunately, the size of photons and the complex laws governing their behavior make it extremely difficult to design experiments that study a single one.

Fortunately, there is another way. Rather than using experiments to study photons, we can describe much of what we understand about light with systems of mathematical equations. These equations are often impossible to solve with pen and paper, but with modern computers we can depict sunlight’s effects mathematically. These computational calculations can help explain why plants are masters at turning sunlight into useful energy.

To attack the problem, we first write a computer program with equations describing solar energy processing. These programs are not necessarily long or complicated; a few well-chosen equations can model energy transfer. Then we make adjustments to account for the environment inside a particular photosynthetic organism. When the program is ready, just a page or two of computer code contains a lot of information about how sunlight is converted into a form of energy that the organism can use. Then the computer does all the hard work: solving equations and simulating the behavior of a multitude of molecules.

The results could have real impact. Scientists clearly stand to learn a great deal from these extraordinarily resourceful organisms. With hard work – and a lot of computers – the calculations examining these bacteria may help humans use solar energy better, decreasing our dependence on fossil fuels.

How bacteria and plants use solar energy efficiently remains mysterious in many ways, and mimicking this process with man-made devices presents a formidable challenge. Yet as the current energy crisis becomes urgent, solar energy research is receiving more and more attention. Research in this area requires top-notch scientific methods to explore how we can harness the power of our sun, and computational calculations are one of the important tools that we can use to face this challenge. By using the power of computers to tackle the mysteries of nature, we may one day understand the miracle that occurs inside each blade of grass – and use this understanding to create a sustainable energy source for our babies’ generation and beyond.

Chlorobium tepidum bacteria, magnified 2,600 times with a scanning electron microscope, are known for their ability to transfer solar energy with nearly 100 percent efficiency.

The sun contributes approximately 100 terawatts each year to the energy needs of plants, algae and bacteria.
TRUE STORY: About 13 billion years ago the entire universe had a temperature of more than a million degrees Celsius and was about the size of a peach.

How can we possibly know this? The answer is as near as your television. Here’s why.

The early universe was so hot and dense that atoms couldn’t even form. As soon as a proton captured an electron – forming hydrogen – extremely high-energy radiation ripped it off again. Thus, the universe was a plasma, the same state of matter as found in the surface of the sun or in a lightning bolt.

The universe remained as a plasma for about 300,000 years. Eventually, it cooled and expanded enough that the first stable atoms could form and high-energy radiation could roam without constantly knocking into them.

This radiation started like ultra-short-wavelength gamma rays, but as the universe grew old and stretched out, the radiation stretched out too, shifting down the energy spectrum to X-rays, through the ultraviolets, blues, reds and infrareds all the way down to microwaves. As this freed radiation traveled the universe, clumps of matter coalesced to form galaxies, stars, planets, you and me.

Some radiation didn’t survive long. Gas in a newly formed galaxy absorbed it or a black hole pulled it in, to be lost forever. But most remained, and after a journey of 13 billion years, some of that radiation finally comes to rest ... in our TV antennas.

That’s right: About 20 percent of the static you see on an old TV is radiation from this so-called Cosmic Microwave Background (CMB). In fact, this leftover radiation from the Big Bang is by far the brightest thing in the universe. If our eyes could see microwaves, it would outshine the stars, the sun, and anything made by humans. That’s how we know the primeval universe was peach-sized and hot: It’s the only explanation for the way this radiation appears today. Studying the CMB helps us understand the universe’s earliest moments.

Scientists have observed the Cosmic Microwave Background for about 50 years. The latest effort, from the European Space Agency, is based on the Planck satellite, which tirelessly sweeps across the heavens, measuring and probing this old, tired light.

The satellite, launched in May 2009, is good – too good, in fact. It’s performing beyond expectations, constantly delivering an enormous amount of data even past its expected lifetime. We must squeeze every last bit of insight out of these data if we are to understand our early universe. That requires new algorithms – mathematical recipes – and computational techniques to handle, categorize, filter and process this information into meaningful science.

One essential algorithm I helped develop is the spherical convolution, named because Planck sees the sky as a complete sphere. In effect, this algorithm “smoothens” the microwave signal, which is important for removing noise and holes in the data and for identifying important features of different sizes.

I invented a new type of spherical convolution algorithm – one that runs on Graphics Processing Units (GPUs), the same hardware that makes modern video games so stunning. That means our algorithm is not only fast – about 20 times faster than older approaches – but also cheap; a new GPU costs only about $500, peanuts for a multi-million-dollar research program.

Our new algorithm has many applications besides studying the young universe. Need to use a satellite to search the Earth’s surface for oil or mineral deposits? We can speed you up. Trying to make artificial eyes correctly compute reflections off round surfaces? We can help. Trying to use the latest in medical imaging to diagnose cancer? Yup, that too. All these applications rely on spherical convolutions, and the faster the better.

This is just one example of the serendipitous effects of these primary science missions. We’re constantly pushing the boundaries of hardware and software to acquire and understand our data. New machines, new techniques, new tools and new algorithms all come along at no extra charge when we do our best to look up into the night sky and see as far as we can into the past.

A view of the Cosmic Microwave Background as the Planck satellite sees it and an enlarged portion of the image. Small differences in temperature reveal the structure of the very early universe.
The Frederick A. Howes Scholar in Computational Science award was established in 2001 to honor the late Frederick Anthony Howes, who was a champion for computational science education.

**HOWES AWARD**

**HOWES SCHOLARS SALTED FOR RESEARCH AND SERVICE**

Two researchers, one in nanomaterials and the other in theoretical and computational chemistry, are the 2012 Frederick A. Howes Scholars in Computational Science. The award honors recent doctoral graduates of the Department of Energy Computational Science Graduate Fellowship (DOE CSGF) program for outstanding technical achievements, but also recognizes exceptional leadership, integrity and character – qualities that reflect the award’s namesake.

The late Fred Howes, manager of DOE’s Applied Mathematical Sciences Program, was an advocate for the fellowship and its goals. Carolyn Phillips and Matthew Reuter are the 16th and 17th Howes scholars. Phillips was a fellow from 2006 to 2010 and in December 2011 successfully defended her doctoral thesis in Applied Physics and Scientific Computing at the University of Michigan. She now holds the Annesu Rahman Postdoctoral Fellowship at Argonne National Laboratory and has joined Argonne’s Computational Institute. Reuter, a fellow from 2007 to 2011, received his doctorate in chemistry from Northwestern University in 2011. He’s now a Eugene P. Wigner Fellow at Oak Ridge National Laboratory.

Phillips’ research has focused on nanomaterial self-assembly. She has created new mathematical frameworks and computational tools to characterize known nanoparticle assemblies and propose designs for novel nanostructured materials, the Howes selection committee wrote in its citation. She already has compiled an impressive list of publications, including a paper featured on the August 2009 cover of the Journal of Chemical Physics. Yet Phillips says she was anxious as she started her fellowship, particularly when it came to climbing the steep learning curve in computational science. “I had conversations with other new fellows where we discussed our shared fear of being found out” for losing their way in a forest of jargon at the first few conferences.

The award recognizes the value of a diverse academic background. Phillips says, especially in computational science, an ideal field for researchers to integrate different disciplines and provide new perspectives. “I also like to think that my background as a naval nuclear propulsion research project officer enables me to see research from a pragmatic perspective, with a mindset toward making an impact.”

Reuter’s doctoral research looked at transport of electrons in molecules adsorbed onto surfaces, a project that involved applying quantum dynamics, non-equilibrium charge transfer, and quantum control algorithms to real-world applications. He’s also pursued independent projects in such areas as the role of dimensionality on material properties, the scaling of real-space density functional theory algorithms, and the application of diffuse-layer boundary methods to nanoscale photonics problems. He is first author on nine papers appearing in Nano Letters, the Journal of Chemical Physics, Physical Review Letters and other publications. Reuter “has also distinguished himself as a leader with compassion, commitment and integrity,” his award citation reads. His dedication to educating and mentoring undergraduate and graduate students earned Northwestern’s Edmund W. Gelezvitz Award for Excellence in Research and Service and the Donald E. Smith Award for Excellence in Graduate-Level Teaching. The Howes award, Reuter says, “is an affirmation that I made good decisions in graduate school.” It sets the bar high, but “it’s nice to know others have confidence in my ability to tackle the challenges” in years to come. Working in the community, Reuter says, was a way to keep research from consuming his life. He was part of a team that taught introductory science lessons to third- and fourth-grade students in Chicago public schools and he coordinated, prepared and served monthly dinners at an Evanston homeless shelter. “I never thought of these actions as showing ‘leadership’ or ‘character,’” Reuter says, but he’s pleased others did and that the Howes award recognizes their value.

Phillips, similarly, has demonstrated leadership throughout her graduate career: mentoring and helping graduate and undergraduate students, establishing new collaborations and spearheading the development of new computational tools. She led the establishment of the Physics Graduate Summer Symposium, a weekly summer seminar series at Michigan designed to give graduate students opportunities to share their research and improve their presentation skills. Phillips also helped administer the GPU summer courses at the Virtual School of Computational Science and Engineering, an initiative connecting numerous universities and laboratories. Phillips also won the 2008 DOE CSGF Essay Contest and spoke at the 2011 Annual Meeting of the Minerals, Metals and Materials Society. The selection committee chose Phillips and Reuter from among DOE CSGF recipients who completed or planned to complete their doctoral requirements in 2013, either after receiving support for the maximum number of years or finishing the fellowship that year. To be considered, alumni must be nominated by department chairs, advisors or fellowship coordinators at their universities.

The two newest Howes Scholars will receive an honorarium and engraved award and at the 2012 DOE CSGF Annual Conference near Washington, D.C., where they also will deliver lectures describing their research.

**ABOUT FRED HOWES**

In the 11 years since it was first conferred, the Frederick A. Howes Scholar in Computational Science award has become emblematic of research excellence and outstanding leadership. It’s a fitting tribute to Howes, who was known for his scholarship, intelligence and humor.

Howes earned his bachelor’s and doctoral degrees in mathematics at the University of Southern California. He held teaching posts at the universities of Wisconsin and Minnesota before joining the faculty of the University of California, Davis, in 1979. Ten years later Howes served a two-year rotation with the National Science Foundation’s Division of Mathematical Sciences. He joined DOE in 1991. In 2000, colleagues formed an informal committee to honor Howes. They chose the DOE CSGF as the vehicle and gathered donations, including a generous contribution from Howes’ family, to endow an award in his name.
<table>
<thead>
<tr>
<th>Name</th>
<th>School/Institution</th>
<th>Years</th>
<th>Field</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matthew Adams</td>
<td>University of Washington</td>
<td>1997-2008</td>
<td>Computational Electromagnetics</td>
</tr>
<tr>
<td>Joshua Adelman</td>
<td>University of California, Berkeley</td>
<td>1993-2000</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Zlatan Akcakaya</td>
<td>University of Arizona</td>
<td>2001-2010</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>Bree Arlidge</td>
<td>Massachusetts Institute of Technology</td>
<td>2001-2010</td>
<td>Aerodynamics, Engineering Mechanics</td>
</tr>
<tr>
<td>Matthew Anderson</td>
<td>University of Texas at Austin</td>
<td>1991-1995</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Karen Autschke</td>
<td>University of California, Berkeley</td>
<td>1991-1993</td>
<td>Biomedical Imaging, Computational Biology</td>
</tr>
<tr>
<td>Jaydeep Banerjee</td>
<td>Massachusetts Institute of Technology</td>
<td>2001-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Michael Barron</td>
<td>University of California, Davis</td>
<td>1991-1994</td>
<td>Computational Mechanics, Engineering Education</td>
</tr>
<tr>
<td>Devlin Boulton</td>
<td>Carnegie Mellon University</td>
<td>2000-2006</td>
<td>Computational Materials Science, Solidification of Cast Metals</td>
</tr>
<tr>
<td>Martin Bazant</td>
<td>University of Illinois at Urbana-Champaign</td>
<td>2000-2006</td>
<td>Biophysics, Biomedical Engineering, Computational Fluid Dynamics</td>
</tr>
<tr>
<td>Edward Chao</td>
<td>University of Washington</td>
<td>1995-2000</td>
<td>Computational Fluid Dynamics</td>
</tr>
<tr>
<td>Joshua Cox</td>
<td>University of Arizona</td>
<td>2001-2010</td>
<td>Biomedical Imaging, Computational Biology</td>
</tr>
<tr>
<td>Gregory Crosswhite</td>
<td>University of Washington</td>
<td>2004-2009</td>
<td>Biomedical Imaging, Computational Biology</td>
</tr>
<tr>
<td>Mark Bubelitsch</td>
<td>Columbia University</td>
<td>1999-2000</td>
<td>Biomedical Imaging, Computational Biology</td>
</tr>
<tr>
<td>John Doell</td>
<td>Northeastern University</td>
<td>1997-1998</td>
<td>Biomedical Imaging, Computational Biology</td>
</tr>
<tr>
<td>Michael Bybee</td>
<td>University of California, Los Angeles</td>
<td>2000-2004</td>
<td>Biomedical Imaging, Computational Biology</td>
</tr>
<tr>
<td>Michael Chen</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Christopher Cheng</td>
<td>University of Washington</td>
<td>2002-2008</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Keith Chu</td>
<td>University of Washington</td>
<td>2000-2008</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>John Costello</td>
<td>University of Washington</td>
<td>2003-2006</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Marie Doherty</td>
<td>California Institute of Technology</td>
<td>2004-2004</td>
<td>Biomedical Imaging, Computational Biology</td>
</tr>
<tr>
<td>Mark Dolbow</td>
<td>University of California, Los Angeles</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Max Domairinn</td>
<td>University of Washington</td>
<td>2003-2008</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Jennifer Economides</td>
<td>University of California, Los Angeles</td>
<td>2001-2005</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Talia Rosenberg</td>
<td>University of California, Los Angeles</td>
<td>2004-2008</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Ian Rosenthal</td>
<td>University of California, Los Angeles</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Ting-Ting Shih</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>John Trowbridge</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Todd Urban</td>
<td>University of California, Los Angeles</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Mark Ungar</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Qing Wang</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Matthew Waseda</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Benjamin Wieland</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Christopher Wright</td>
<td>University of California, Los Angeles</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Joseph Yang</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Jana Yoon</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Mark Zaretsky</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Eugene Zhang</td>
<td>University of Washington</td>
<td>2000-2004</td>
<td>Bioinformatics, Biophysics, Biomedical Engineering</td>
</tr>
<tr>
<td>Name</td>
<td>Current Status:</td>
<td>Fellowship Years:</td>
<td>Current Status:</td>
</tr>
<tr>
<td>-----------------------</td>
<td>-----------------------------------------------------</td>
<td>---------------------------</td>
<td>-----------------------------------------------------</td>
</tr>
<tr>
<td>Mark Rudner</td>
<td>Assistant Professor, Cornell University</td>
<td>1992-2015</td>
<td>Assistant Professor, Cornell University</td>
</tr>
<tr>
<td>Ella Massey</td>
<td>Assistant Professor, University of North Carolina</td>
<td>1991-1995</td>
<td>Assistant Professor, University of North Carolina</td>
</tr>
<tr>
<td>Rajiv Sodhi</td>
<td>Assistant Professor, University of California, Merced</td>
<td>1996-2006</td>
<td>Assistant Professor, University of California, Merced</td>
</tr>
<tr>
<td>Alex Hulme</td>
<td>Assistant Professor, University of California, Merced</td>
<td>1995-1999</td>
<td>Assistant Professor, University of California, Merced</td>
</tr>
<tr>
<td>James Davis</td>
<td>Assistant Professor, University of North Carolina</td>
<td>1994-1998</td>
<td>Assistant Professor, University of North Carolina</td>
</tr>
<tr>
<td>Christopher Luberth</td>
<td>Assistant Professor, University of Iowa</td>
<td>1993-1997</td>
<td>Assistant Professor, University of Iowa</td>
</tr>
<tr>
<td>Donald Kiley</td>
<td>Assistant Professor, University of Wisconsin-Madison</td>
<td>1992-1996</td>
<td>Assistant Professor, University of Wisconsin-Madison</td>
</tr>
<tr>
<td>Kenneth Thompson</td>
<td>Assistant Professor, University of North Carolina</td>
<td>1991-1995</td>
<td>Assistant Professor, University of North Carolina</td>
</tr>
<tr>
<td>Robert Goldstein</td>
<td>Assistant Professor, University of California, Merced</td>
<td>1996-1999</td>
<td>Assistant Professor, University of California, Merced</td>
</tr>
<tr>
<td>Michael Parry</td>
<td>Assistant Professor, University of California, Merced</td>
<td>1995-1999</td>
<td>Assistant Professor, University of California, Merced</td>
</tr>
<tr>
<td>James Stice</td>
<td>Assistant Professor, University of North Carolina</td>
<td>1994-1998</td>
<td>Assistant Professor, University of North Carolina</td>
</tr>
<tr>
<td>James Sodhi</td>
<td>Associate Professor, The Scripps Research Institute</td>
<td>1993-1997</td>
<td>Associate Professor, The Scripps Research Institute</td>
</tr>
<tr>
<td>David Kiley</td>
<td>Associate Professor, University of Iowa</td>
<td>1993-1997</td>
<td>Associate Professor, University of Iowa</td>
</tr>
<tr>
<td>Michael Parry</td>
<td>Associate Professor, University of California, Merced</td>
<td>1995-1999</td>
<td>Associate Professor, University of California, Merced</td>
</tr>
<tr>
<td>James Stice</td>
<td>Associate Professor, University of North Carolina</td>
<td>1994-1998</td>
<td>Associate Professor, University of North Carolina</td>
</tr>
<tr>
<td>James Sodhi</td>
<td>Associate Professor, The Scripps Research Institute</td>
<td>1993-1997</td>
<td>Associate Professor, The Scripps Research Institute</td>
</tr>
<tr>
<td>David Kiley</td>
<td>Associate Professor, University of Iowa</td>
<td>1993-1997</td>
<td>Associate Professor, University of Iowa</td>
</tr>
<tr>
<td>Michael Parry</td>
<td>Associate Professor, University of California, Merced</td>
<td>1995-1999</td>
<td>Associate Professor, University of California, Merced</td>
</tr>
<tr>
<td>James Stice</td>
<td>Associate Professor, University of North Carolina</td>
<td>1994-1998</td>
<td>Associate Professor, University of North Carolina</td>
</tr>
<tr>
<td>James Sodhi</td>
<td>Associate Professor, The Scripps Research Institute</td>
<td>1993-1997</td>
<td>Associate Professor, The Scripps Research Institute</td>
</tr>
<tr>
<td>David Kiley</td>
<td>Associate Professor, University of Iowa</td>
<td>1993-1997</td>
<td>Associate Professor, University of Iowa</td>
</tr>
<tr>
<td>Michael Parry</td>
<td>Associate Professor, University of California, Merced</td>
<td>1995-1999</td>
<td>Associate Professor, University of California, Merced</td>
</tr>
<tr>
<td>James Stice</td>
<td>Associate Professor, University of North Carolina</td>
<td>1994-1998</td>
<td>Associate Professor, University of North Carolina</td>
</tr>
<tr>
<td>James Sodhi</td>
<td>Associate Professor, The Scripps Research Institute</td>
<td>1993-1997</td>
<td>Associate Professor, The Scripps Research Institute</td>
</tr>
</tbody>
</table>