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What you hear:
I got a new pet!

What you see:
DOG




Real Neurons inspired
McCulloch & Pitts Neuron (1942)
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Eléctronic ‘Brain’ Teaches Itself

The Navy last week demonstrated
the embryo of an electronic com-
puter named the Perceptron which,
when completed in about a year, is
expected to be the first non-living
mechanism able to “perceive, recog-
nize and identify its surroundings
without human training or control.”
Navy officers demonstrating a pre-
liminary form of the device in
Washington said they hesitated to
call it a machine because it is so
much like a “human being without
life.”

Dr. Frank Rosenblatt, research
psychologist at the Cornell Aero-
nautical Laboratory, Inc., Buffalo,
N. Y., designer of the Perceptron.
conducted the demonstration, The
machine, he said, would be the first
electronic device to think as the
human brain. Like humans, Per-
ceptron will make mistakes at first,
“but it will grow wiser as it gains
experience,” he said. ’

The first Perceptron, to cost about
$100,000, will have about 1,000 elec-
tronic “association cells” receiving
electrical impulses from an eyelike
scanning device with 400 photocells.
The human brain has ten billion
responsive cells, including 100,000,-
000 connections with the eye.

Difference Recognized

The concept of the Perceptron
was demonstrated on the Weather
Bureau’'s $2,000,000 IBM 704 com-
puter, In one experiment, the 704
computer was shown 100 squares
situated at random either on the
left or the right side of a field. In
100 trials, it was able to “say’” cor-
rectly ninety-seven times whether a
square was situated on the right or
left. Dr. Rosenblatt said that after
having seen only thirty to forty
squares the device had learned to

recognize the difference between
right and left, almost the way a
child learns.

When fully developed, the Per-
ceptron will be designed to remem-
ber images and information it has
perceived itself, whereas ordinary
computers remember only what is
fed into them on punch cards or
magnetic tape. '

Later Perceptrons, Dr, Rosenblatt
said, will be able to recognize ped-
ple and call out their names. Printed
pages, longhand letters and even

reach. Only one more step of devel-
opment, a difficult step, he said, is
needed for the device to hear speech
in one language and instantly
translate it to speech or writing in
another language.

Self-Reproduction

In principle, Dr. Rosenblatt said,
it would be possible to build Per-
ceptrons that could reproduce them-
selves on an assembly line and .
which would be “conscious” of their
existence, . .

Perceptron, it was pointed out,
needs no “priming.” It is not nec-.
essary to introduce it to surround-
ings and circumstances, record the -
data involved and then store them
for future comparison as is the case
with present “mechanical brains.”
It literally teaches itself to recoge
nize objects the first time it en-
counters them. It uses a camera-
eye lens to scan objects or survey
situations, and an electrical impulse °
system, patterned point-by-point:
after the human brain does the :
interpreting. :

The Navy said it would use the '
principle to build the first Percep-
tron “thinking machines” that will
be able to read or write.




Real Neurons inspired

Multi-Layer Perceptrons (1970s/1980s)
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PREDICTED TEXT:
I got a new pet!

OBJECT CLASS:
DOG
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Metamer: two stimuli that are physically different,
but produce the same responses within a system



Beginnings of metamerism: Human ColorVision
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Main idea: A good model of human perception will
share invariances (and thus metamers) with humans



Main idea: A good model of human perception will
share invariances (and thus metamers) with humans

Model Activations, conv_3

o Example CNN trained on auditory task
Original (speech in noise)

P — |
x)

-

“about”

W ‘/
cIassuf‘ er
) . “about” @

Vv

|
\\ S\

Model Metamer

SV 11 | o

TN

input
(cochleagram)
conv2d
norm
pool
conv2d
norm
pool
conv2d
conv2d
conv2d
pool
fully connected
classifier

/
|
[

— — — — _ _ _ _ Modify input to matchallx, - -

Feather et al,, NeurlPS (2019)



Natural question: Are model metamers metameric for humans!

We evaluate with a recognition test

Minimally, metamers that are generated for a natural speech stimulus
should be recognizable to humans



Human recognition of model metamers

. What word is in the If humans are not able to
Original middle of the clip?  1.about recognize the model metamer
# } s % (2. above) the model invariances do not
3 according match human invariances.

[f human responses are the same

586.young ) for original and model metamer,
L L T R 587.7zero invariances may be shared
between the two systems

Feather et al,, NeurlPS (2019)



DNN models of human auditory system

* Task: identifty the word In the
middle of a 2s sound clip
containing background noise
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cochleagram Architecture similar to Kell et al. 2018



DNN models of human auditory system
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Key Question:
Do our DNN models of sensory systems

: : : ) Architecture similar to Kell et al. 2018
Share INvariances Wlth humans. Human Behavior Data from Kell et al. 2018
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Human behavior results Audio Network
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Similar phenomenon for vision trained networks
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Human behavior results Image Networks
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* Method of inverting the network
representation Is nothing new, but the link to

perception has been under appreciated

Mahenran & Vedalidi 2015

* Most previous work relies on smoothness
priors to make visually appealing images,
which may hide model inadequacies

Goodfellow et al. 2015

Y

* Adversiarial examples are stimuli that are
metameric for humans but are different for

the network
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Network invariances for auditory and
visual DNNs do not match human
perceptual invariances



Current Work:
How can we make our models better

resemble human perception?
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