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What you see: 
DOG

What you hear:
I got a new pet! 



Real Neurons inspired 
McCulloch & Pitts Neuron (1942)
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Rosenblatt’s Perceptron (1958)



Deep Convolutional Neural Networks (2011-)

Multi-Layer Perceptrons (1970s/1980s)
Real Neurons inspired 

McCulloch & Pitts Neuron (1942)
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Rosenblatt’s Perceptron (1958)



PREDICTED TEXT:
I got a new pet! 

OBJECT CLASS: 
DOG
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Metamer: two stimuli that are physically different, 
but produce the same responses within a system



Beginnings of metamerism: Human Color Vision

Foundations of Vision, Wandell (1995)

When r = r` the two light sources will be perceived as the 
same color 

r` = Bx`r = Bx

r B

x



Main idea:  A good model of human perception will 
share invariances (and thus metamers) with humans
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Feather et al., NeurIPS (2019)



Natural question: Are model metamers metameric for humans? 

We evaluate with a recognition test

Minimally, metamers that are generated for a natural speech stimulus 
should be recognizable to humans



If humans are not able to 
recognize the model metamer
the model invariances do not 

match human invariances. 

If human responses are the same 
for original and model metamer, 

invariances may be shared 
between the two systems

Human recognition of model metamers

Feather et al., NeurIPS (2019)

Model Metamer



DNN models of human auditory system

• Task: identify the word in the 
middle of a 2s sound clip 
containing background noise

• 793 possible words

• Natural sound background 
noise (AudioSet dataset)

• Input to network is a 
“cochleagram” Architecture similar to Kell et al. 2018



DNN models of human auditory system

Architecture similar to Kell et al. 2018
Human Behavior Data from Kell et al. 2018

Key Question: 
Do our DNN models of sensory systems 

share invariances with humans? 
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Human behavior results Audio Network

Feather et al., NeurIPS (2019)

Model metamers from deep network layers 
are unrecognizable to humans

Model Metamer
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Similar phenomenon for vision trained networks

Feather et al., NeurIPS (2019)



Human behavior results Image Networks

Task from Geirhos et al (2018)

Model metamers from deep network layers are 
unrecognizable to humansFeather et al., NeurIPS (2019)



• Method of inverting the network 
representation is nothing new, but the link to 
perception has been under appreciated

• Most previous work relies on smoothness 
priors to make visually appealing images, 
which may hide model inadequacies 

• Adversiarial examples are stimuli that are 
metameric for humans but are different for 
the network



Network invariances for auditory and 
visual DNNs do not match human 

perceptual invariances



Current Work: 
How can we make our models better 

resemble human perception? 
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Collaboration with Guillaume Leclerc and Aleksander Mądry
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