ldentification and Approximation of the
Structure of Networks of Stochastic
Processes



Challenge in Neuroscience

Which parts talk to which parts? THROUGH ADVANCING

NNOVATIVE

INITIATIVE reurotecHnoLosies

-- between brain regions

-- between cells

‘e Approximate investment to give
scientists the tools they need
to get a dynamic picture of the

Motivation: ¢ MII.LION ] brinana

-- Understand cognition

-- Treat neurological diseases (e.g.
epilepsy)

-- Enhance neuroprosthetic devices
(e.g. arms; vision)




Challenge in Social Science

Online Social Networks

-- Learn group dynamics: behavior and
communication

-- Advertisers care if user might

influence friends (“like” this product)

-- Study information spreading
dynamics (how and how fast)

B L Tube)

@ebo

LS Technorati

5 e

flickr
QWomaszss

del.icio.us

User 1 News Corp.

User 2

\ 4
£83°

Twitter Network Activity

[l

?éa

|

Time [48 hours]




< X S

N

— & -
t \

— — Qur ) —

t
| | Methods @_,
t
Simple
| | approximation
t

Project:

-- Analyze causal influences between time series
-- Graphical models to succinctly represent influence structure
-- Algorithms to identify true topology and approximations

-- Estimation



Granger Causality @ ? ,@

“We say that X is causing Y if we are better able to predict
the future of Y using the all past knowledge than
without the past of X.”

Autoregressive models

Yi = Z arYi_r +0,. X4 7+ 2y + Ey
7>0

}/t — Z &Tn—’r + ETZt—T + Et-
7>0

Error terms (Gaussian): £, Et-
If var(E,) = var(F;), X A Y.

(Past of X does not help prediction.)

[Granger 1964, 1969]



Directed information graphs

“We say that X is causing Y if we are better able to predict
the future of Y using the all past knowledge than
without the past of X.”

O
S -0
O

Draw an edge from X to Y if:

(X —=Y|X\{X,Y}) >0

Theorem: Equivalent to minimum generative model graphs.

[CJQ, NK, TPC.ISIT 2011]



Exact Algorithms

O

* Dl graph definition
Draw an edge from X to Y if:

I[(X—=Y|X\{X,Y}) >0

O% o
;ﬁ,

 “causal Markov blanket”

O

For each Y, can find parent set A by:

Set A  {1,...,mM\{i}
For j € A
(X, = Y[Xy(5) =0
A« A\{j}

Qoo
O@Q > O

* Adaptive

[CJQ, NK, TPC. TIT submitted]



Exact Algorithms

Bounded in-degree

Case: know upper bound K on in-degree 7
: 7 /
Let A index true parents of Y / /

Let AC {1,2,3}, [A|<K =2 \, o 7
[(X,,X; > Y) =3 \\A,/ \

\

[(X2,X3 +Y)=3 \\@ \

I(X17X3_>Y):2 \~ 2

A=1{1,2) ﬂ{l 3} =2 Repeat for each node Y

Thm. Recovers exact structure

— m a,rgéxpax (—A ) Pf. Markov blanket

[CJQ, NK, TPC. TIT submitted]



The need for approximations

> 1 billion active users (Sept. 2012)




Directed Tree Approximations

Theorem [QKC TSP 2013]:

argmin D(Px || ﬁ&) = arg max Z [(Xa0) — X5).
Px Px =

Algorithm

 For edge XY, set [(X=>Y) as the
edge weight

* Run a maximum weight directed
spanning tree algorithm (Edmunds)

Properties

 Only pairwise statistics needed

* Analogous to Chow and Liu (1968)

ﬁi(ﬁ) = H PXi”Xu(i) (i || Xﬂ(i))
i=1 [CJQ, NK, TPC. TSP 2013]



Bounded In-degree Approximations

Theorem:

arg min D(Px || ﬁi) = arg max Z (X ) — X5).
ﬁi ﬁl =1

Properties

Bounded in-degree K
Root node

Graph contains directed spanning
tree

[CJQ, NK, AP. ISIT 2013]



Other Approximations

 Greedy Search x, « argmax[(Z —Y), X, <« argmax[(Z — Y| X1),

Theorem: If [(X;11 = Y||Xq,.... X)) < al(X; = Y[ X1, ..., Xi21)

D I Xpp) = Xy) > (1 — exp (Z‘;—I{;m)) > IXam) — Xa).

Greedy Optimal

* Top Approximations

CR R

 Robust Approximations @
[CJQ, NK, AP. ISIT 2013 and others.]




Parametric Estimation

Parametric distribution
l

ﬁ(yt =1y ) = 1/(1 + exp{—(@o + Z Qir—i + Bis—i + Yizt—i)})
=1

Entropy

N 1 N

H(Y[X,Z) £ —= log, P(Y| X, 2)

n
Directed Information
I(X - Y||z) £ H(Y||Z) - H(Y|X, Z)

Minimum description length penalty

- 1
(X - Y|Z) > —22"
2n

Confidence intervals and sample complexity for plug-in empirical, parametric

[CJQ, JE, NK, TPC. ISIT 2013] [CJQ, NK, TPC. NGH, JCNS 2011]



Neuroscience analysis

Primate hand movement
experiment

bVl AY

Simultaneously recorded brain cells
in motor control region

il

4 WA

We analyzed activity of individual
neurons

M\ A

AV 4

30 31 35 37

Many edges along upward-right i
diagonal correspond to direction of
information propagation in this

brain region

[Rubino et al Nat. Neuro 2006] [CJQ, NK, TPC, NGH JCNS 2011]



Neuroscience analysis

- Greedy approximation results
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Twitter Analysis

News Agency

Twitter Account Handle

ABC News

ABC

ABC World News

ABCWorldNews

Agence France-Presse

AFP

Al Jazeera English

A JEnglish

The Associated Press

AP

Al Arabiya English

AlArabiya_Eng

BBC Breaking News

BBCBreaking

BBC News (World)

BBCWorld

Drudge Report

DRUDGE_REPORT

Fox News

FoxNews

The Jerusalem Post

Jerusalem_Post

NBC News

NBCNews

Reuters Top News Reuters
Reuters World ReutersWorld

CNN Breaking News cnnbrk

The New York Times nytimes

Y

7,
2

.8

i
3
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W
i
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1
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il
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BoneToBone_ BBCBreakin

FoxNews

hrblock_21

1 m i

Atlanta Hawks
m Jeff Teague will join @Jason1Goff & @Mateen_Cleaves on
SiriusXMNBA Ch. 217 shortly. Tune in!

A Total Sorority Move
FeN A Timeline Of A Dysfunctional Family Decorating The Tree >> ow.ly

/rR3f2 by @letluuce
& View a

SportsCenter

Knicks coach Mike Woodson says Amar'e Stoudemire's knee has
swelled up. He won't play Wednesday vs. Bucks and could be "out a
while."

A Total Sorority Move
Being voted "Most Likely to Go to Class Drunk." #TSTC

M

f‘ NBA

g In just 2 hours, @PaulPierce34 and @RickaFox will be chatting live
‘ at bit.ly/17cdI9A. Join the conversation with #AmexNBA

Miami HEAT
.@Dwyane\Wade after today's practice on the Pacers: “it's a good

team and they are one of our biggest challenges. If's no secret about
that."

Miami HEAT
Spo: "We want to play better than we did (last week). We had more

Twitter Network Activity

il |

I
il MMMJNHHJAMMWMM

i iHIHI

Time [48 hours]



Twitter Analysis

ROC plot for identifying Twitter influences

Precision of recovering influences in Twitter

1r 1
A D def.
0.9F * Adapt.
® BND with K=1
0.8} B BND withK=3 0.8
€ Random
0.7} >
0.6} T ’ _5 0.6
s 0
o s —
o 0.5 e -, §
04 " a 04
0.3} v "
0.2} S 0.2
01f ¢ 4"
- 1 1 1 1 1 1 1 1 1 O
% 01 02 03 04 05 06 07 08 09 DI def Adapt Bnd-1 Bnd-3 Rand
FPR
TP FP TP
TPR = FPR = _—
TP+ FN FP+TN TP+ FP
All correct
@ BBCWorId @

IshmaeIDavor Devraj_Mr_D



Twitter Analysis

Ground truth

@ BBCWorld BBCWorld @

6
)
9

balt_swag

balt_swag Jacob_Malin Cassonoval julia_ivanovic

Jacob_Malin Cassonoval julia_ivanovic

DI definition Bounded In-degree K=1

BBCWorld @

{
0
0

@ BBCWorld

¢

balt_swag Jacob_Malin

Cassonoval julia_ivanovic

Cassonoval julia_ivanovic
balt_swag Jacob_Malin

Adaptive Bounded In-degree K =3



* Krell and CSGF

e Aduvisors:
— Negar Kiyavash (UIUC)
— Todd Coleman (UCSD)

* Collaborators
— Ali Pinar (Sandia)
— Nicholas Hatsopoulos (U Chicago)
— Jalal Etesami (UIUC)

(UIUC Alma Mater statue)



