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In a nutshell

e Exascale goals
e Highlights from recent projections for exascale

e Challenges
e Micro, macro power
e Memory capacity and bandwidth
e Parallelism
e Programmability

e Programming systems play a crucial role
e Survey of programming systems

e Solutions are coming now
—Heterogeneity with GPUs

e Programming models need a vigorous ecosystem
—Tools, autotuning, libraries
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TOWARD EXASCALE



Process for identifying exascale applications and technology for DOE missions
ensures broad community input

e Town Hall Meetings April-June 2007
e Scientific Grand Challenges Workshops

Nov, 2008 — Oct, 2009
e (limate Science (11/08),
e High Energy Physics (12/08),
¢ Nuclear Physics (1/09),
e Fusion Energy (3/09),
¢ Nuclear Energy (5/09),
e Biology (8/09),
e Material Science and Chemistry (8/09),
e National Security (10/09)
e Cross-cutting technologies (2/10)
e Exascale Steering Committee
e "Denver” vendor NDA visits 8/2009
e SC09 vendor feedback meetings
e Extreme Architecture and Technology
Workshop 12/2009
e International Exascale Software Project
e Santa Fe, NM 4/2009; Paris, France
6/2009; Tsukuba, Japan 10/2009, etc. FUNDAMENTAL SCIENCE

=W hitp://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/ ~
> DOE CSGF HPC Workshop http://www.exascale.org/iesp/Main_Page O@F
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Holistic View of HPC

Performance

Er:\%zmrnné?lg System Software Architectures
* Materials + Domain specific * Resource Allocation * Processors
* Climate * Libraries * Scheduling * Multicore
* Fusion * Frameworks * Security + Graphics Processors
+ National Security * Templates « Communication * FPGA
+ Combustion * Domain specific * Synchronization + DSP
* Nuclear Energy languages * Filesystems + Memory and Storage
+ Cybersecurity * Patterns * Instrumentation + Shared (cc, scratchpad)
* Biology * Autotuners « Virtualization * Distributed
* High Energy Physics * RAM
» Energy Storage * Platform specific « Storage Class Memory
« Photovoltaics * Languages « Disk
* National Competitiveness » Compilers * Archival
* Interpreters/Scripting « Interconnects

« Usage Scenarios * Performance and * Infiniband

* Ensembles Correctness Tools * IBM Torrent

- UQ « Source code control « Cray Gemini, Aires

« Visualization * BGL/P/Q

* Analytics + 1/10/100 GigE

@ DOE CSGF HPC Workshop > S



Where are we now? Contemporary Systems

Date System Location Comp Comm Parall | Peak Power
elism [ (PF) (MW)

2010 Tianhe-1A NSC in Tianjin Intel + NVIDIA Proprietary
2010 Nebulae NSC In Shenzhen Intel + NVIDIA IB 2.9 2.6
2010 Tsubame 2 TiTech Intel + NVIDIA B 2.4 1.4
2011 K Computer (612 Kobe SPARC64 VIlIfx Tofu 8.7 9.8
cabinets)
~2012 Cray ‘Titan’ ORNL AMD + NVIDIA Gemini 20? 7?
~2012 BlueWaters NCSA/UIUC POWER7 IBM Hub 107? 107
~2012 BlueGeneQ ANL SoC IBM 107
~2012 BlueGeneQ LLNL SoC IBM 207
Others...

DOE CSGF HPC Workshop O%F



Tianhe-1A uses 7000+ NVIDIA GPUs

Tianhe-1A uses

e 7,168 NVIDIA Tesla M2050
GPUs

o 14,336 Intel Westmeres

Performance
e 4.7 PF peak
e 2.5 PF sustained on HPL

4.04 MW

e If Tesla GPU’s were not used in
the system, the whole machine
could have needed 12
megawatts of energy to run
with the same performance,
which is equivalent to 5000
homes

Custom fat-tree interconnect

e 2x bandwidth of Infiniband
QDR

DOE CSGF HPC Workshop
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China Wrests Supercomputer Title From U.S.

By ASHLEE WVANCE

Published: Cctober 28, 2010

A Chinese scientific research center has built the fastest RECCMMEND:

supercomputer ever made, replacing the United States as maker of [E] TwiTTER

the swiftest machine, and giving China bragging rights as a = SIGNINTO

technology superpower. E-MAIL
= FRINT
i 7 . ~
Enlarge This Image  The computer, known as Tianhe-14, [ REPRINTS
has 1.4 times the horsepower of the [ srane

current top computer, which is at a

national laboratory in Tennessee, as

measured by the standard test used to gauge how well the
systems handle mathematieal caleulations, said Jack
Dongarra, a Universitv of Tennessee computer scientist

> who maintains the official supercomputer rankings.
The Tianhe-1A computer in Tianjin,
China, links thousands upon thousands

of chips. Although the official list of the top 500 fastest machines,

which comes out every six months, is not due to be

completed by Mr. Dongarra until next week, he said the
Chinese computer “blows away the existing No. 1 machine.” He added, “We don't close the
books until Nov. 1, but I would say it is unlikely we will see a system that is faster.”



Recent news - K

#1 on TOP500

8.162 PF (93% of peak)
e 3.1x TOP500 #2
e 9.8 MW

672 racks (over 800 planned)

68,544 processors, 1PB memory
DOE CSGF HPC Workshop




SPARC64™ Vllifx Chip Overview

Architecture Features
« 8 cores
 Shared 5 MB L2%
« Embedded Memory Controller
- 2GHz

Fujitsu 45nm CMOS

« 22.7mm x 22.6mm

« 760M transistors

* 1271 signal pins
Performance (peak)

« 128GFlops

* 64GB/s memory throughput

Power
« 58W (TYP, 30°C)

- Water Cooling — Low leakage
power and High reliability

All Rights Reserved,Copyright® FUJITSU LIMITED 2009 g

Source: Fujitsu



IBM PERCS Pro;ect

Power?7 Chlp PERCS S Hub cmp

Up to 256 GF peak:performance 1.128 TB/s totalbandwzdth
........... 3B 0E GHE e et e T
Up to 8 cores, 32 threads . 192 :GB/s QCM connectlon
Caches ; . 896 GB/sto other QCMs ;
........... L1(2X64 KB) LZ (256}(8)40 GB/SoeneralpurposeI/O
. L3 (32 MB) : :
Memory Subsystem

. USC-DOE Materials Science Conference
Source: NCSA



Buiiding Blue Waters

Blue Waters will be the most powerful _
e corﬂputer iﬂ the world fDI"SCiEH;’tﬁiﬁC ....... ........... .

research when it comes on line’ : :

in2011-2. : :

Blue Waters

=10 PF Peak
~1 FF sustained
=300,000 cores
: : #1 PE.of memory

Blue Waters . =23 PB of disk sforage

3-Rack Building Block . 500 PB of archival storage
) : =100 Gbps connectivity
8 IH Superncdes : )

256 TF (peak)

s . 32 TE memory
ernoae . 128 TBYSMEMOIY - - -« -« oo oe o
: : - 4 [H Server Nodes . 4 Storage systems (=500 TB)- :
1024 cores . 10 Tape drive connections -

: Up to 32 TF (peak)
IH Server Node 41 TB memory

N o 16 TB/s . . . .
| 0 BQCM s (236 cores) 3y gubchips. ...l
. Up to 8 TF (peak) 36 TB/s . . . .
1 TB memory .
: : 4TB/s - :
- . | : 8 Hub chips-
Qua:d—r:hlp. }[udulé 9TB/s | | | | |
.................... 4Powerl chips . Powersupplies . e
Power7 Chi Lo Pt L TF (pedk) . el siots Bluée Waters is built from cormiponents that
. L memory . . . . . . .
8 cores, 32 threads . o - Fully water cooled ; : : 1th
112,13 cache (2 M) 2 OB - 5 ¢an also bg used to Ebmld systems W]thE a
Up to 236 GF (peak)  Hub- Chip : : wide range of capabilities—from deskside
128 Gb/s memory bw 1.128 TB/s . . . : . . .
> S techna{r;lgy ......... ........... ........... ........... to be}gﬂnd B]u.e .wHter.S_ ....... ........... ...........
|| T| Extreme-scale Computing + 31March 2011 - - USC-DOE Materials Science Conference @)

Source: NCSA




EXASCALE EXPECTATIONS
AND CHALLENGES



Notional Exascale Architecture Targets

System 2002 2010 “2015” “2018”
attributes

1TF 10 TF

Node 0.024 TF 0.125 0.5TF 7 TF
performance TF

Node 16 12 0(100) 0O(1,000)
concurrency

Total Node 1.5 GB/s 150 1 TB/sec
Interconnect BW GB/sec

DOE CSGF HPC Workshop Ocie.‘ef

0.4 TB/sec 4 TB/sec

O(1,000) 0(10,000)

1,000,000 100,000

250 GB/sec 2 TB/sec




NVIDIA Echelon System Sketch

Cabinet Interconnect

| | : Self-Aware
| OS

|—20 eee |2

Self-Aware
L01 .' I Runtime
oee [ X T ]
SM255

Processor Chip (PC)

Node 0 (NO) 16TF, 1.6TB/s, 256GB
klvlodule O(M))1281F, 12.81B/s, 21 B
\_Cabinet0 (C0) 2PF, 205TB/s, 32TB
Echelon System

Locality-Aware
Compiler &
Autotuner

NVIDIA Echelon team: NVIDIA, ORNL, Micron, Cray, Georgia Tech, Stanford, UC-Berkeley, U Penn, Utah, Tennessee, Lockheed
Martin

DOE CSGF HPC Workshop




Note the Uneven Impact on System Balance!

2010

2018

Factor Change

System peak

2 Pt/s

1 Ef/s

500

Power

6 MW

20 MW

3

System Memory

03 PB

10 PB

33

Node Performance

0.125 Tf/s

10 Tt/s

80

Node Memory BW

25 GB/s

400 GB/s

16

Node Concurrency

12 cpus

1,000 cpus

83

Interconnect BW

1.5 GB/s

50 GB/s

33

System Size (nodes)

20 K nodes

1 M nodes

50

Total Concurrency

225 K

I B

Storage

15 PB

300 PB

20

Input/Output bandwidth

0.2 TB/s

20 TB/s

DOE Exascale Initiative Roadmap, Architecture and Technology Workshop, San Diego, December, 2009,

DOE CSGF HPC Workshop



Challenges to Ex?segle

1)
2)
3)
4)
5)
6)
7)
8)
9)

Performance Growth
System power is the primary constraint

Memory bandwidth and capacity are not keeping pace
Concurrency (1000x today)

Processor architecture is an open question

Programming model heroic compilers will not hide this
Algorithms need to minimize data movement, not flops
1/O bandwidth unlikely to keep pace with machine speed
Reliability and resiliency will be critical at this scale
Bisection bandwidth limited by cost and energy

Unlike the last 20 years most of these (1-7) are equally important
across scales, e.g., 100 10-PF machines

AR 0Ok Woflcshop Source: Hitchcock, Exaseale-Resaareh:Kicketh Meeting:

Science



Both macro and micro energy trends drive all other factors

#1: POWER

DOE CSGF HPC Workshop 08\%



ORNL Roadmap to Exascale

100 PF > 250 PF

20 PF > 40 PF

1 -> 2 PF Cray (LCF-2)

170 TF Cray XT4 (NSF-0)

50 TF > 100 TF > 250 TF Cray XT4 (LCF-1)

18.5 TF Cray X1E
(LCF-0)

| 2006 | 2007 | 2008 l 2009 l 2010 l 2011 | 2012 | 2013 | 2014 | 2015 I 2016 |2017 |
DOE CSGF HPC

Workshop



ORNL Roadmap to Exascale

100 PF > 250 PF

20 PF > 40 PF

0.6 -> 1 PF Cray XT(NSF- 1)

1 -> 2 PF Cray (LCF-2)

170 TF Cray XT4 (NSF-0)

50 TF > 100 TF > 250 TF Cray XT4 (LCF-1)

18.5 TF Cray X1E
(LCF-0) ORNL Multi-Agency Computer Facility ...
260,000 ft2

ORNL Multipurpose Research Facility

| 2006 | 2007 | 2008 | 2009 | 2010 | 2011 | 2012 | 2013 | 2014 | 2015 I 2016 |2017

DOE CSGF HPC
IPerérgy costs ~S1/MW/yr, then how much is the energy cost for an exascale system?!?!




Facilities and Power ... Not just ORNL

" A\ N,

] by DANRERED

T J -~ &
Ll B N

o | ’i':' |
ﬂ”l !“~"‘"‘-'l-
i 4= n!’n
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A more consumer-relevant trend: Dark Silicon

Node 45nm 22nm 11nm
Year 2008 2014 2020
Area-’ 1 4 16
Peak freq 1 1.6 2.4
Power 1 1 0.6

(4x1)'=25%  (16x0.6)"'=10%

Exploitable Si
{in 45nm power budget)




CPU GPU SoC: Features & Block Diagram

O CPU
*  Three 3.2 GHz PowerPC® cores <
*  Shared 1MB L2 cache CPU GPU Die
*  Per Core: 1]
*  Dual Thread Execution Core2 —
* 32K L1 |-cache, 32K L1 D-cache =
*  2-issue per cycle
*  Branch, Integer, Load/Store Units ol | 1ME
*  VMX128 Units enhanced for games L L
O GPU o0 | — Fse
ore -
* 48 parallel unified shaders i replacement
* 24 hillion shader instructions per second
*  Abillion pixels/sec pixel fill rate H MCO
* 500 million triangles/sec geometry rate
*  High Speed 10 interface to 10 MB EDRAM Graphics Core < R
Memory ]
Hub Die
O Compatibility
*  Functional and Performance equivalent to Videa q
prior Xbox 360 GPU/CPU H Met PCle BSB I/f out
*  FSB Latency and BW match prior FSB I

@ xB0OX360 Micresoft |

Source: Microsoft




AMD’s Llano: A-Series APU

DirectX 11 Stream Processors

e Combines -

e 4 x86 cores i g o

e Array of Radeon cores |E#L ‘EE

o Multimedia accelerators |R# 3

¢ Dual channel DDR3 § i

e 32nm <H 5k

e Up to 29 GB/s memory | -

bandwidth SE 88

e Up to 500 Gflops SP |8 15
e 45W TDP |
'

) DOE CSGF HPC Workshop e



A recent example...

GRAPHICS PROCESSORS



25
Many GPU-enabled systems blossoming worldwide....

———— Development and application of a HPC system
DROID X REVIEW IPHONE 4 REVIEW NINTENDO 3DS for mUIti-scaIe discrete SimUIation'—MOIe'8.5

Xiaowsi Weng, Wei Ge, Xianfeng He, Feiguo Chen, Li Guo, Jinghai Li

‘ /@ wa TN I, | i ineeri i ;
Institute of Process Engineering, Chinese Academy of Sciences, Beijing, 100190

NEWS HUBS ‘ GALLERIES ‘ VIDEOS ‘ PODCASTS ‘ TOPICS |

Mole-8.5 is the first GPGPU supercomputer ( Rpeak of about 1100 Tfiops) using NVIDIA Tesla C2050 in the world,
which includes 372 nodes and is established in April 2010. It is the successor of the first supercomputer with 1.0
Petaflops peak performance in single precision in China, which was a hybrid system including four units integrating
NVIDIA and AMD GPUs announced on April 20, 2009. Mole-8.5 was designed and established by Institute of
Process Engineering (IPE), Chinese Academy of Sciences, one of the NVIDIA CCOEs. A designing philosophy
utilizing the similarity between hardware, software and the problems to be solved is embodied, based on the multi-
scale method and discrete simulation approaches developed at IPE. The whole system is connected with Gigabit
Ethemet and QDR Infiniband network. Mole-8.5 has some unique advantages over the HPC system of same
performance based on CPU, for example the high performance/price ratio, the area occupied by it is only about 150
M2, The linpack result of 320 nodes of Mole-8.5 is 2.073e+05 Gflops with a power consumption of about 480 KWatt,
therefore the average power efficiency is 431 Mflop/s/Watt, manifesting an energy efficient supercomputer.

FILEDUNDER Des

Tokyo Institute of Technology announces SSD-packing,
2.39 petaflop supercomputer

By Joseph L. Flatley &3 posted Jun 23rd 2010 2:06PM

Third

lonal University of
the World Third fastest
pretically atits peak

18%45° N0 LCD Pl
Gigab it Ethernet Switch

resentation-ready copies for
s here or use the “Reprints” tocl that appears next to any
onal information. Order a reprint of this article now.

rg Canputng Corgaiey  Sycen
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October 28, 2010

China Wrests Supercomputer Title From U.S.

IBM has announced plans to start using SandForce SSDsin if By ASHLEE VANCE

the Tokyo Institute of Technology is doing one better, work 4 Chinese scientifie research center has built the fastest supercomputer ever made, replacing the United States as maker of the

2.0. This next-gen supercomputer will reportedly operate at . . .. . . .

uses a new multilevel storage architecture consisting of DRA swiftest machine, and giving China bragging rights as a technology superpower.

have thirty times the computing capacity of Tsubame 1.0 (d!

microprocessors and 4,224 NVIDIA Tesla M2os0 GPUS), it The computer, known as Tianhe-1A, has 1.4 times the horsepower of the current top computer, which is at a national laboratory
predecessor's. If all goes according to plan, it should beinog . . .

(approx $35.5 million). in Tennessee, as measured by the standard test used to gauge how well the systems handle mathematical caleulations, said Jack

Dongarra, a University of Tennessee computer scientist who maintains the official supercomputer rankings.

m

Although the official list of the top 500 fastest machines, which comes out every six months, is not due to be completed by Mr. it e ShuEEom
Dongarra until next week, he said the Chinese computer “blows away the existing No. 1 machine.” He added, “We don't close the
books until Nov. 1, but I would say it is unlikely we will see a system that is faster.” & meaning River in Sky), which later will be installed in

th “Super computing center”
Officials from the Chinese research center, the National University of Defense Technology, are expected to reveal the computer’s

performance on Thursday at a conference in Befjing. The center says it is “under the dual supervision of the Ministry of National
Defense and the Ministry of Education.”

prformance can reach 1.2 petaFLOPS and highest
ihe-I" peak performance has exceeded the JUGENE
L_INPACK score overrun NASA's Pleiades.

The rara ¥ hinld the factact cimercammittar hac harnme a entiree oF narinnal nmde ac theoce machinas are vwrahied for their ahilityr



GPU Rationale — What’s different now?

High SP
Flop Rate

Leverage
commodity

NICS,

High Flop
per Watt

Very High
Memory
Bandwidth

Computing
with Graphics
Processors

/ Heterogeneous

nuUNIVERSITYof OAK
"TENNESSEE RIDGE

roductivity
CUDA
OpenCL

Reliability at
Scale

High DP
Flop Rate

<3

NVIDIA

(O




NVIDIA Fermi/GF100

e 3B transistors in 40nm

e Upto512 CUDA Cores

— New IEEE 754-2008
floating-point standard

e FMA

CUDA Core

e 8xthe peak double precision Dispatch Port
arithmetic performance over NVIDIA's SRS
last generation GPU

— 32 cores per SM, 21k threads per
chip

e 384b GDDRS5, 6 GB capacity
— ~120-144 GB/s memory BW

e C/M2070
— 515 GigaFLOPS DP, 6GB

— ECC Register files, L1/L2
caches, shared memory and
DRAM

OAK
Georgia & Ics reUNIVERSITYof @
Tech N »  TENNESSEE N—l.}_..—I—DLS—..E., NVIDIA



Keeneland — Initial Delivery System
Architecture

[Initial Delivery system procured and installed in Oct 2010

-,

[201 TFLOPS in 7 racks (90 sq ft incl service area) 1

[677 MFLOPS per watt on HPL )

{Final delivery system expected in early 2012 1 @

http://keeneland.gatech.edu @ Rack
/ (6 Chassis)
' f $6500 Chassis
(4 Nodes)
> ProLiant SL390s G7

nvinia

M2070

(2CPUs, 3(?I_’Us)
(inteD) o

Xeon 5660

40306
6718 GFLOPS
: GFLOPS
515 GFLOPS
67 GFLOPS 24/18 GB
GFLOPS .
ftellanox LsONNECt/\ 2
Full PCle X16
bandwidth to all GPUs
- s UNIVERSITYof OAK @
Georgia & NICS,  TENNESSEE RIDSE %

Keeneland System
(7 Racks)

201528
GFLOPS

XX 12000-Series
QLOGIC Director Switch

Integrated with NICS
Datacenter GPFS and TG

) 9.



http://keeneland.gatech.edu/

Early (Co-design) Success Stories

Computational Materials

=  Quantum Monte Carlo
— High-temperature

superconductivity and other
materials science

— 2008 Gordon Bell Prize

= GPU acceleration speedup of 19x
in main QMC Update routine
— Single precision for CPU and
GPU: target single-precision
only cards
= Full parallel app is 5x faster, start
to finish, on a GPU-enabled
cluster on Tesla T10

GPU study: J.S. Meredith, G. Alvarez, T.A. Maier, T.C. Schulthess, J.S. Vetter,
“Accuracy and Performance of Graphics Processors: A Quantum Monte Carlo
Application Case Study”, Parallel Comput., 35(3):151-63, 2009.

Accuracy study: G. Alvarez, M.S. Summers, D.E. Maxwell, M. Eisenbach, J.S. Meredith,

J. M. Larkin, J. Levesque, T. A. Maier, P.R.C. Kent, E.F. D'Azevedo, T.C. Schulthess,

“New.algori le 400+ TFlop/s sustained performance in simulations of
DQECSEE HPE o/ P
isorder effects in high-

Tc superconductors”, SuperComputing, 2008. [Gordon
Wadliprza Rither]

Combustion

S3D

— Massively parallel direct
numerical solver (DNS) for the
full compressible Navier-Stokes,
total energy, species and mass
continuity equations

— Coupled with detailed chemistry
— Scales to 225k cores on Jaguar

Accelerated version of S3D’s
Getrates kernel in CUDA on
Tesla T10

— 31.4x SP speedup

— 16.2x DP speedup

K. Spafford, J. Meredith, J. S. Vetter, J. Chen, R. Grout, and R. Sankaran.
Accelerating S3D: A GPGPU Case Study. Proceedings of the Seventh International
Workshop on Algorithms, Models, and Tools for Parallel Computing on
Heterogeneous Platforms (HeteroPar 2009) Delft, The Netherlands.




Joan-Emma Shea at UCSB

Peptide folding on surfaces

e Peptide folding on a hydrophobic surface e Benefits of running on a GPU cluster:

—  www.chem.ucsb.edu/~sheagroup — Reduction in the the number of computing nodes
needed: one GPU is at least faster than 8 CPUs in

. .
Surfaces can modulate the folding and GPU-accelerated AMBER Molecular Dynamics.

aggregation pathways of proteins. Here, — The large simulations that we are currently running
we investigate the folding of a small helical would be prohibitive using CPUs. The efficiency of
peptide In the presence Of a hydrophobic the CPU para||e|izati0n becomes poorer W|th
. . . increasing number of CPUs.

surface of graphite. Simulations are ,

. . — It can also decrease consumption of memory and
performed using eXp“C't solvent and a fu”y network bandwidth in simulations with large
atomic representation of the peptide and number of atoms.

the surface.

AMBER 11 Benchmark

11
% 8
<
S~
)]
=)

5 . I

2 320CPU 4GPU 4GPU

(Ranger.tacc) (cnsi.ucsb.edu) (Keeneland)
atoms 39855 39855 39855
mns/day 4.82 7.52 11.58
G ia | nue UNIVERSITYof OAK @ @
“Foch | NICS,  TENNESSEE “RIDGE R "/”



Hadron Polarizability

In Lattice QCD

Understanding the structure of subnuclear particles
represents the main challenge for today’s nuclear physics.
Photons are used to probe this structure in experiments
carried out at laboratories around the world. To interpret the
results of these experiments we need to understand how
electromagnetic field interacts with subnuclear particles.
Theoretically, the structure of subnuclear particles is
described by Quantum Chromodynamics (QCD). Lattice
QCD is a 4-dimensional discretized version of this theory that
can be solved numerically. The focus of our project is to
understand how the electric field deforms neutrons and

techniques.

A

protons by computing the polarizability using lattice QCD ”\/\/\/\Q\-‘- - -

http://samurai.phys.gwu.edu/wiki/index.php/Hadron polarizability

Andrei Alexandru Ig | I
The George Washington University

LATTICEQCD

THE GEORGE
WASHINGTON
UNIVERSITY

Why GPUs?

» Lattice QCD simulations require very large bandwidth to run
efficiently. GPUs have 10-15 times larger memory bandwidth
compared to CPUs.

» Lattice QCD simulations can be efficiently parallelized.
» Bulk of calculation spent on one kernel.

» The kernel requires only nearest neighbor
information.

» Cut the lattice into equal sub-lattices. Effectively use
single instruction multiple-data (SIMD) paradigm.

a,[10 ™ fm?]

Neutron electric polarizability

t.*

|].+Fil l.‘f;lvo,t -

300 T000 1500 2000 7500
iz [MeV]

Experimental and current values for neutron electric
polarizability in lattice QCD.

Alexandru and F. X. Lee, [arXiv:0810.2833]

i INIVERSITYof

Toch NICS,  TENNESSEE

Georgia Hﬂﬂ

OAK
RIDGE

National Laboratory

Performance [GFLOPS]

CPU GPU Performance Comparison

-
.
-

200 / _—
— CPU
100 ,«" - GPU
w
)
a 10 20 30 40 50

GPU Equivalent Count

Performance comparison between Keeneland’s GPU cluster and
Kraken’s Cray XT-5 machine. The CPU core count is translated to GPU
equivalent count by dividing the total number of CPUs by 22, which is
the number of CPU cores equivalent to a single-GPU performance.

A. Alexandru. et. al, [arXiv:1103.5103]

A ) &


http://samurai.phys.gwu.edu/wiki/index.php/Hadron_polarizability

LAMMPS with GPUs

Parallel Molecular Dynamics
~ http://lammps.sandia.gov

- Classical Molecular Dynamics

- Atomic models, Polymers, Metals,
Bio-simulations, Coarse-grain
(picture), Ellipsoids, etc.

- Already good strong and weak scaling
on CPUs via MPI

PI: Axel Kohlmeyer,
Temple University

Better performance on fewer nodes
=> |larger problems faster

Neighbor, non-bonded force, and long-
range GPU acceleration

Allows for CPU/GPU concurrency

Implementation and benchmarks by W.

Michael Brown, NCCS, ORNL

H e INIVERSITYof
S h & @ ‘TENNESSEE

1000

—=—CPU (12 PPN)
—— CPU+GPU (3 PPN)

—e—CPU+GPU (6 PPN) | [~
=== CPU+GPU (12 PPN)

100 = == Speedup
=
@
E
=
a
5
)
= 10
e eee o N
Nodes (3 GPUs + 12 Cores Per Node)
1
1 2 4 8 16 32
CPU (12 PPN) 297.796 | 151.528 | 76.7366 | 38.7134  20.4366 | 10.83

CPU+GPU (3 PPN) 40.68 20.56 | 11.29 6.86 4.57 3.49
CPU+GPU (6 PPN) 37.44 19.16 | 10.66 6.31 4.02 3.08
CPU+GPU (12 PPN) | 37.67 19.88 | 10.96 6.62 4.93 4.15
Speedup 7.95 791 7.20 6.14 5.09 3.52

4, National Laboratory
£
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http://lammps.sandia.gov/
http://lammps.sandia.gov/

#5: PROGRAMMING
SYSTEMS



Holistic View of HPC

Performance

Er:\ﬂiﬁwmé?‘% System Software Architectures
* Materials + Domain specific * Resource Allocation * Processors
* Climate * Libraries * Scheduling * Multicore
* Fusion * Frameworks * Security + Graphics Processors
+ National Security g « Communication * FPGA
+ Combustion * Synchronization + DSP
* Nuclear Energy * Filesystems * Memory and Storage
+ Cybersecurity * Instrumentation + Shared (cc, scratchpad)
* Biology * Virtualization * Distributed
* High Energy Physics * RAM
+ Energy Storage » Storage Class Memory
* Photovoltaics * Disk
+ National Competitiveness * Archival
: * Interconnects

« Usage Scenarios * Performance and * Infiniband

* Ensembles Correctness Tools * IBM Torrent

- UQ « Source code control « Cray Gemini, Aires

« Visualization * BGL/P/Q

* Analytics + 1/10/100 GigE

@ DOE CSGF HPC Workshop > S



State of Programming Systems

e Contemporary Programming Systems USED IN HPC
e C, C++, FORTRANXX
e MPI, OpenMP
e CUDA, OpenCL
e Python, UPC, CAF
e Combinations of these: MPI+OpenMP+CUDA

e The future is completely open:

e Global Arrays, Charm++, ParalleX, StarSS, Cilk, TBB, CnC,
parallel Matlabs, Star-P, C++AMP, Map-Reduce, Titanium,
Sequoia, Chapel, etc

e Libraries and Frameworks provide functional
consistency

o BLAS, LAPACK, PetSC, Trilinos, OpenMM, FFTW, ...

DOE CSGF HPC Workshop O%F



CRANY

PGAS: What's iIn a Name?

memory programming execution data
model model model structures communication
VP! distributed cooperating executables manually APls
memory (often SPMD in practice) fragmented
hared lobal-vi hared shared
share global-view shared memory
OpenMP : : memory N/A
memory parallelism multithreaded arrays
@ CAF co-arrays co-array refs
w2 Single Program, Multiple Data .
< © ' 1D block-cyc arrays! : .
E % UPC PGAS (SPMD) distributed pointers implicit
8 Titanium leasfﬁbi?;'j[:);rg?gi method-based
global-view distributed global-view
Chapel PGAS oarallelism memory dlsatrr;guted implicit
. ys
multithreaded

18 T 48 =
- N/

Source: Brad Chamberlain, Cray )



Is it possible to write one application that can
run efficiently on all these architectures?

NAS Benchmarks HPC Challenge
(~35 implementations) (12 implementations)
10 1000
Ideal speedup = 128
eedup = | » Strea
o Ideal speedup =4 +mm o 100 B Stream @ HPL
-]
= ¥ A WE g S o] eFFT
o % o mFFT
o M4 a ® HPL
ﬁ 1 ‘. ﬁ 1 o FﬁHF"! Stream
= > ® Serial Matlab
© o+ Open? < 01 © pMatlab
q) ava q')
D: [ ] :;crialMatlab D: 0.01 W CoMPI
X ZPL
® ® R/RA B RA
0.1 . SEEDE 0.001 : :
0.1 1 10 0.01 0.1 1 10 100
Relative Code Size Relative Code Size

>
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Questions for Exascale Programming Systems

Q: How should we expose multiple levels of parallelism?
Q: How should communication occur?

Q: Should thread-data locality/affinity be exposed to
the user, or hidden managed by the runtime?

Q: How should we best enabled domain specific
libraries, frameworks, and languages?

Q: How do we maintain legacy applications and
software?

9) DOE CSGF HPC Workshop s



A concrete example...

THE RECENT QUEST ON
PROGRAMMING GPUS



A Typical GPU Software Environment

e Integrated with NSF e Tools and

TeraGrid/XD programming options

e et Tl are changing rapidly
e Programming o HMPE, PGI, LLVM,

environments Polaris, R-stream,

« CUDA o Additional software

e OpenCL activities

0 oL e Performance and

— GPU-enabled

) Skl Cesaes correctness tools

e Performance tools e Scientific libraries

e Libraries o Virtualization

9) DOE CSGF HPC Workshop O%F



OpenCL Working Group

e Diverse industry participation
e Processor vendors, system OEMs, middleware vendors, application developers
e Many industry-leading experts involved in OpenCL’s design
e A healthy diversity of industry perspectives
e Apple initially proposed and is very active in the working group
e Serving as specification editor
e Here are some of the other companies in the OpenCL working group

aLABs  Aavsou ZR)  AMDZ1  ARM  solew @
%Lﬂde_?\my ERICSSON Z = freescale“‘ II...M.. IE%: (intel.
'::183'932&2 ';E\ Momm ‘E"fd-aj pIBLdl r‘%tk %

iF
4 —


http://www.codeplay.com/
http://www.amd.com/
http://www.umu.se/umu/index_eng.html
http://www.gshark.com/

OpenCL Platform Model (section 3.1)

00
A0 HH
oo 0

n L

Processing

[mn
Element \ R R

Host

Compute Unit Compute Device

e One Host + one or more Compute Devices

e Each Compute Device is composed of one or more Compute Units

— Each Compute Unit is further divided into one or more Processing
Elements

>

DOE
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Kernel Execution

work-group size Sx

| =d
== =
work-group (w,, w,) L)
work-item work-item
(W) Sy+s, . wy Sy's)) sl (Wy S, +8, . wy Sy¢sy/
{sx.syi=(0. 0) {sx.s},J:,fovf. o)
v work-group size Sy
work-item work-item
NDRange size Gy (Wy Sy#8y. W, Sy+s) (wy Sy#8, . Wy, S s
T B (sx.sya:(o. Sy'” ese rsx.s/=(sx-r. Sy"’
Y -
X
[ o
I 1
NDRange size Gy

e Total number of work-items = G, x G,
e Size of each work-group = S, x S,
@ e Global ID can be computed from work-group ID and Iocaﬁg\%




OpenCL Memory Model

e Shared memory model
o Relaxed consistency

e Multiple distinct address
spaces

e Address spaces can be
collapsed depending on the
device’s memory subsystem

e Address spaces

e Private - private to a work-
item

e Local - local to a work-group

e Global - accessible by all
work-items in all work-
groups

e (Constant - read only global
space

e Implementations map this
hierarchy

e To available physical
memories ~

CSGF
~/
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Scalable HeterOgeneous Computing (SHOC) Benchmark Suite

e Benchmark suite with a focus

on scientific computing * Lol 0
- . — BusSpeedDownload: measures bandwidth of transferring data across the PCle bus
workloads, including common t0 a devic. &

— DeviceMemory: measures bandwidth of memory £O varl device

H memory including global, local, and image me 1
Stencils u

— KernelCompile: measures compile time f \ Op Qi&}whidl range in
- = = complexity @ 6
¢ Pa ra I Iel Ized Wlth M PI’ Wlth - Peakqups: measures maximE a ﬂa Hoati@ performance using a combi-
SU ppo rt for m u ItI_G PU a nd nation of anto-generated ?K coded ker

— QueuneDelay: measures owerhead of nie OpenCL command queue.

kernels Iike SG EM M , FF-I-’ — BusSpeedReadback: measures bandwidth of reading d;e%k from a de\%

cluster scale comparisons o Lol @G . O
. — FFT: fo TEVeLse o
¢ Implemented In CUDA and — NMDS ation of I.’G./ N&hard-Jones potential from molecular dynamics, a specific
OpenCL for a 1:1 performance cose oW oo SN o
. — Reduction: Q¢ !4 10n operation on an array of single precision floating point values.
Com pa rlson — SGEN s@igle-precision matrix-matrix multiply.

s¥an (also known as parallel prefix sum) on an array of single precision floating

e Includes stability tests
L ort: sorts an array of key-value pairs using a radix sort algorithm
[ Pe rfo rmance po rta bl I Ity — Stencil2D: a 9-point stencil operation applied to a 2D data set. In the MPI version,

data is distributed across MPI processes organized in a 2D Cartesian topology, with
periodic halo exchanges.

— Triad: STREAM Triad operations, implemented in OpenCL.

Software available at http://bit.ly/shocmarx

A. Danalis, G. Marin, C. McCurdy, J. Meredith, P.C. Roth, K. Spafford, V. Tipparaju, and ].S. Vetter, “The Scalable HeterOgeneous
« Computing (SHOC) Benchmark Suite,” in Third Workshop on General-Purpose Computation on Graphics Processors (GPGPU 2010)".

P DOE CSGF HPC Workshop RSEr
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http://bit.ly/shocmarx
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Example: Sparse Matrix Vector Multiplication (SpMV)

e Motivation

e Extremely common
scientific kernel

e Bandwidth bound, and
much harder to get
performance than GEMM

e Basic design
e 3 Algorithms, padded &
unpadded data
e CSR and ELLPACKR data

formats
e Supports random matrices
or matrix market format

e Example: Gould, Hu, &
Scott: expanded system-3D
PDE.

DOE CSGF HPC Workshop O%F



SpMV Performance

DP SpMV Random Matrix
(10k x 10k, 1% sparsity)

» CSR-Scalar = CSR-Vector m™ELLPACKR
4.69

0.179 0.18

AMD FirePro v8800 NV Tesla C2050 (Fermi) Intel Xeon 5500 2.7Ghz
(Cypress)

DOE
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Comparing CUDA and OpenCL

250.00
205.26
200.00 Single precision, Tesla C1060
150.95
0 150.00 GPU
2 “23 Comparing NVIDIA OpenCL
G 100.00 =3 . .
implementation from 2.3 and
LY o 3.0 GPU Computing SDK
0.00
FFT MD
g ] 533 CUDA Performance Relative to OpenCL
5 -
Speedup g | - 199
2 - 120 169 149 % 09 102 126 103 1.40
1 _
D ] . I . I . I . I - I - T . T - T l T ._\
Q Q Q Q . & o & ! Q
& PN @-.;3“ &@ P & g & F I
< S <) o X N
& Q N 42?" _;\f"
&
) e)
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Questions for Exascale Programming Systems
Answers for current GPU systems

Q: How should we expose multiple levels of parallelism?
Explicit: MPI+threads+OpenCL/CUDA

Q: How should communication occur?
Mostly Explicit: MPI+DMA+SharedMem+Scratchpad

Q: Should thread-data locality/affinity be exposed to the
user, or hidden managed by the runtime?

Explicit

Q: How should we best enabled domain specific libraries,
frameworks, and languages?
?
Q: How do we maintain legacy applications and software?
Partially

9) DOE CSGF HPC Workshop 0«'3\5»’%



MOVING BEYOND EXPLICIT
PROGRAMMING OF GPUS



OpenMPC (OpenMP extended for CUDA)

e OpenMPC = OpenMP + a new set of directives and
environment variables for CUDA

e OpenMPC provides

e A high level abstraction of the CUDA programming model
(Programmability)

e An easy tuning environment to generate CUDA programs in
many optimization variants (Tunability)

Seyong Lee and Rudolf Eigenmann, OpenMPC: Extended OpenMP Programming and Tuning for GPUSs,
SC10: Proceedings of the 2010 ACM/IEEE conference on Supercomputing (Best Student Paper Award),
November 2010.

Seyong Lee, Seung-Jai Min, and Rudolf Eigenmann, OpenMP to GPGPU: A Compiler Framework for
Automatic Translation and Optimization, Symposium on Principles and Practice of Parallel Programming
(PPoPP09), February 2009

DOE
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OpenMPC Approach

o Use OpenMP for easier programming on CUDA-based
GPGPUs.

e Provide various compile-time optimizations for
performance.

e Extend OpenMP to allow fine-grained control of
CUDA-related parameters and optimizations.



OpenMPC: Directive Extension and
Environment Variables

e OpenMPC Directive Format
#Zpragma cuda gpurun [clause [, ] clause]...]
Zpragma cuda cpurun [clause [, ] clause]...]
Zpragma cuda nogpurun

Zpragma cuda ainfo procname(pname)
kernelid(kID)

e OpenMPC Environment Variables

e Control the program-level behavior of various
optimizations or execution configurations for an
output CUDA program.




OpenMPC Compilation System

e QOverall Combilation Flow

#pragma ainfo kernelid(1l) procname(main)

sl #pragma gpurun noc2gmemtr(x, z)
8“ #pragma gpurun nocudamalloc(x, z)
Pﬁ #pragma gpurun nocudafree(firstcol, lastcol, x, z)

#pragma gpurun nog2cmemtr(firstcol, lastcol, x, z)

W #pragma gpurun sharedRO(firstcol, lastcol) Live
e8] #pragma gpurun texture(z)
Pro &

For (j=1; j<=((lastcol-firstcol)+1l); j ++ ) {
02C norm_templl=(norm_templl+(x[j]*z[j]));

norm_templ2=(norm_templ2+(z[j]1*z[j]));




OpenMPC Tuning Framework

OpenMPC code (Output (A)
IR from CUDA Optimizer)
Optimization
v space setup
[ Search Space Pruner J Exhaustive search was used in the
: — | /\ prototype tuning system.

HHHHHHHH A

# Sample Optimization Space Setup File #

HHHHHHHH A
defaultGOptionSet(assumeNonZeroTripLoops)
defaultGOptionSet(cudaMallocOptLevel, cudaMemTrOptLevel)

cudaMemTrOptLevel=4
cudaMallocOptlLevel=1

excludedGOptionSet(uselLoopCollapse, useUnrollingOnReduction)
maxnumofblocksSet (16, 32)

Tuning Engine




Performance of OpenMP Programs on CUDA

40 | | I I I I I I I I I I I I
Unoptimized (Input: Orginal OpenMP) I
5k All-Opts (Input: Original OpenMP) C—1
T All-Opts (Input: Modified OpenMP) IS

Hand-Written CUDA IS
Performance Variation k=

Speedup

1, <
%}%q/ %
n, Yy

% =
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Overall Tuning Performance

e Performance Summary

Translator
Input
MIN MAX AVG MIN MAX AVG
Orig. 1 4.23 1.19 | 0.02(0.03) | 1.92 (1.92) | 0.5 (0.58)
OpenMP ' ' ' ' ' ' S
Mod. 1 7.71 1.24 | 0.02 (0.33)  2.68 (2.68) 0.75 (0.92)
OpenMP ' ' ' ' ' ' ' .

In A(B) format, B refers the performance when the results of LUD are excluded.

e Optimization Search Space Reduction
e 98.7% on average for program-level tuning

DOE
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#2: MEMORY BANDWIDTH
AND CAPACITY



Blackcomb: Hardware-Software Co-design for
Non-Volatile Memory in Exascale Systems

Jeffrey Vetter, ORNL

Robert Schreiber, HP Labs
Trevor Mudge, U Michigan
Yuan Xie, PSU

A comparison of various memory technologies

'———————ﬁ

NAND |, STT-
SRAM | DRAM | o |PC-RAM| o\ | R-RAM []
Data Retention e Y |
Memory Cell Factor (F%) 4-20 <1 I
Read Time (ns) 2-20 <50 :
Write /Erase Time (ns) 2-20 <100 i
Number of Rewrites 19is 1015 I
Power Read/ Write Low Low I
E‘;ggr (Dl None None I
- s s s s e s sl
Impact and Champions
= Reliance on NVM addresses device scalability, "
energy efficiency and reliability concerns
associated with DRAM
= More memory — NVM scalability and density permits =

significantly more memory/core than projected by current
Exascale estimates.

Less power — NVMs require zero stand-by power. "

More reliable — alleviates increasing DRAM soft-error
rate problem.

Node architecture with persistent storage near -
processing elements enables new computation
paradigms

Low-cost checkpoints, easing checkpoint frequency
concerns.

Inter-process data sharing, easing in-situ analysis (UQ,
Visualization)

Novel Ideas

New resilience-aware designs for non-volatile memory
applications

= Mechanical-disk-based data-stores are completely
Eeplac)ed with energy-efficient non-volatile memories
NVM).

= Most levels of the hierarchy, including DRAM and last
levels of SRAM cache, are completely eliminated.

New energy-aware systems/applications for non-
volatile memories (nanostores)

= Compute capacity, comprised of balanced low-power
simple cores, is co-located with the data store.

Milestones

|dentify and evaluate the most promising non-volatile memory
(NVM) device technologies.

Explore assembly of NVM technologies into a storage and
memory stack

Build the abstractions and interfaces that allow software to
exploit NVM to its best advantage

Propose an exascale HPC system architecture that builds on
our new memory architecture

Characterize key DOE applications and investigate how they
can benefit from these new technologies

., U.S. DEPARTMENT OF

EN ERGY Science

OAK
RIDGE

Office of

National Laboratory

4/20/2011



Summary

e Exascale goals

e Highlights from recent Scientific Grand Challenges

projections for exascale CROSSCUTTING TECHNOLOGIES FOR
COMPUTING AT THE EXASCALE

e Challenges
e Micro, macro power
e Memorv capacity and February 2-4, 2010 » Washington, D.C.
bandw%ﬂth SR .
e Parallelism
e Programmability
e Programming systems play
a critical role
e Survey of programming
systems

e Solutions are coming now
— Heterogeneity with GPUs
e Programming models need a
vigorous ecosystem
— Tools, autotuning, libraries

Sponsored by:
Office of Advanced Scientific Computing Ressarch, Office of Science
Office of Advanced Simulation and Computirg, National Nuclear Securty Administration

http://science.energy.gov/ascr/news-and- Oooe
resources/workshops-and-conferences/grand-challenges/
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http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/
http://science.energy.gov/ascr/news-and-resources/workshops-and-conferences/grand-challenges/

BONUS SLIDES
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Critical Concern : Memory Ca

System peak

1 Ef/s

DaCIty

Factor Change

Power

20 MW

System Memory

10 PB

Node Performance

Node Memory BW

10 Tf/s

400 GB/s

Node Concurrency

12 CPUs

1,000 CPUs

Interconnect BW

1.5 GB/s

50 GB/s

System Size (nodes)

20 K nodes

1 M nodes

Total Concurrency

225K

1B

Storage

15 PB

300 PB

Input/Output bandwidth

0.2 TB/s

20 TB/s

Table 1: Potential Exascale Computer Design for 2018 and its relationship to current HPC designs. >

e Small memory capacity
has profound impact on

other features

DOE CSGF HPC Workshop

e Feeding the core
e Poor efficiencies

[

e Small messages, I/O @
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Memory Capacity
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New Technologies Offer Promise

Device Type DRAM NAND Flash: FRAM : MRAM : STTRAM: PCRAM NRAM
Maturity Product Product Product Product Product | Prototype ! Product 5 Prototype
Present Density { 400Gb/in? " | 8Gb/chip ©° 164Gb/chip (10] 128Mb/chlp 32Mb/ch|p 2Mb/chlp 512Mb/chip |  NA
Cell Size (SLC) (2/3)F? 6F2 4F¢ 6F% | 20F i 4F? | 5F2 5?2
MLC Capabilty | | No | MNe | tvitsicell |  No | 56.{;};';]""'lii;;{;}'c';i{'?""A};}{;i&;ii""g' """" No |
Program Energy/bit | | A E o2 0w 2p) | 1200 | 0.02pl + 100 | 1opu 111
fccam: Tive (Wi 9.§/§.-.5.m§...’. o t....???.’.?.s..‘!i...‘....5.9’.?.5.?.'?‘....?....‘.?.f.‘.?.’fi...i...?9!.‘.9'.‘3...E.....’.?.‘.’.’.?.".E‘f ..... 107100 7
Endurance/Retention 10%A0yr | 1010y § 10"10yr | 10%10yr L 10' *Hoyr |

Device Type RRAM CBRAM SEM Polymer - Molecular -:Racetrack: Holographic : Probe

Product

Research ;

Maturity Research | Prototype | Prototype

Research | Research | i Prototype

Present Density 64Kb/ch|p 2Mb/ch|p 128Mb/chip 128b/ch|p 160Kb/chlp, 515Gb/in® 1Tb/in
Cell Size
MLC Capability 2bits/cell 2bits/cell No
PogamEnewgybit | 200 | 200 | 13 | PN oo +N/A """" i 1000112
. Access Time (W/R) | 10/20ns 100/20ns | 30/30ns | 20/20ns | 10/10ns | 3.1/54ms | 10/10us

amessrssennnesarasans ....-..-........-‘, ................................... drrerssncnscsnnscnnnnes :,-..--...‘ ......... 4
EnduranceIRetentlon 10%/10yr 10 Months; 10%/days 10‘/Months 10° /Months 10° /10yr§ 10%/50yr i 10°/NA

..............

DOE

DOE CSGF HPC Workshop M.H. Kryder et al., “After Hard Drives,” IEEE Trans@lCSGF
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Opportunities go far beyond a plugin
nt I

fAar -
ro—CQ

e New distributed computer
architectures that address
exascale resilience, energy, and
performance requirements

replace mechanical-disk-based
data-stores with energy-efficient
non-volatile memories

explore opportunities for NVM
memory, from plug-compatible
replacement (like the NV DIMM,
below) to radical, new data-centric
compute hierarchy (nanostores)

place low power compute cores
close to the data store

reduce number of levels in the
memory hierarchy

e Adapt existing software systems
to exploit this new capabilities

DOE CSGF HPC Workshop

PCRAM
Chip 0

PCRANM
Chip 1

X376

X376

Sx prefetch

Sx prefetch

=72

x72

PCRANM
Chip 6

PCRAM
Chip 8

X376

X376

8x prefetch

8x prefetch

72

I 18-to-1 Mux/Demux —
I

DDR3-1333 bus (64-bit data w/' 8-bit ECC)

}:?2[

X722 [

Sx prefetch

8x prefetch

X376

X376

PCRAM
Chip 9

PCRAM
Chip 10

x??l

}:?2'

Bx prefetch

8x prefetch

X576

X376

PCRAM
Chip 16

PCRAM
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Providing Performance Portability

AUTOTUNING

W9} DOE CSGF HPC Workshop



Maestro

OpenCL

Device Tack Q-EI:EE Maestro
Specific " Any
OpenCL

OpenCL

Devices Device(s)
o o

PO rta bl I Ity K. Spafford, J. Meredith, and J. Vetter, “Maestro: Data
. Orchestration and Tuning for OpenCL Devices,” in Euro-
o Loa d ba Ia NCiN g Par 2010 - Parallel Processing, vol. 6272, Lecture Notes in
Computer Science, P. DAmbra, M. Guarracino et al., Eds.:
H Springer Berlin / Heidelberg, 2010, pp. 275-86.

e Autotuning

DOE CSGF HPC Workshop
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Maestro: Multibuffering

Transfer Inputs Kernel Execution Transfer Outputs

Time >

(b)

Fig. 2. Double Buffering-This figure contrasts the difference between (a) the func-
tion offload model and (b) a very simple case of double buffering. Devices which can
concurrently execute kernels and transfer data are able to hide some communication
time with computation.

DOE CSGF HPC Workshop O%F




Maestro : Autotuning Workgroups

120%
B4
100% = » -
B0% 256

40%

Tuned Kernel Runtime
{normalized to untuned runtime)
@
=]
=

=@=(Cpteron 246
20% w5 ~=RR00GTX
256 ~=-Tesla C1060
—#—Tesla 51070
0% - ' ' ' =#=Radeon HDS870
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Fig. 3. Autotuning the local work group size — This figure shows the performance
of the MD kernel on various platforms at different local work group sizes, normalized
to the performance at a group size of 16. Lower runtimes are better.
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Combined Autotuning Results
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Fig. 6. Combined autotuning results — (a) Shows the combined benefit of auto-
tuning both the local work group size the double buffering chunk size for a single GPU
of the test platforms. (b) Shows the combined benefit of autotuning both the local
work group size and the multi-GPU load imbalance using both devices (GPU+4GPU

or GPU4CPU) of the test platforms. Longer bars are better.
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Vancouver: Integrated Performance Analysis of MPI/GPU Applications

TimeLine : linpack_cuda_msgs.slog2 <Thread View>
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Vancouver: Integrated Performance
Analysis of Compiler CUDA Generated
Applications

TAU: ParaProf: n,c,t 0,0,0 - /Users/sameer/rs/taudata/mm

Metric: TIME
Value: Exclusive percent

55.367% ] __pgi_cu_downloadx multiply_matrices var=a, dims=2, desc.devx=0, desc.devstride=1, desc.hoststride=1, desc.size=3000, desc.extent=

30,320 |y _ poi_cu_init multiply_matrices [{/mnt/netapp/homel/sameer/mm/mm2.f90}9}]
1.822% mymatrixmultiply [{mmdriv.fo0}{1,0}]
1.648% _ pgi_cu_uploadx multiply_matrices var=c, dims=2, desc.devx=0, desc.devstride=1, desc.hoststride=1, desc.size=3000, elementsize=4 [

A

|
1.618% [ __pgi_cu_uploadx multiply_matrices var=b, dims=2, desc.devx=0, desc.devstride=1, desc.hoststride=1, desc.size=3000, elementsize=4 |
0.083% | __pgi_cu_free multiply_matrices [{/mnt/netapp/home 1/sameer/mm/mm2.f30}]

0.07% | __pgi_cu_alloc multiply_matrices [{/mnt/netapp/homel/sameer/mm/mm2_f9049}]

0.037% | multiply_matrices [[mm2.f30} {5,0}]
0.007% | __pgi_cu_module multiply_matrices [{/mnt/netapp/homel/sameer/mm/mm2_fa0}9}]
0.006% | __pgi_cu_launch multiply_matrices (multiply_matrices_11_gpu,gx=188,gy=188.gz=1,bx=16,by=16,bz=1,flag=0) [{/mnt/netapp /homelfs:
0.005% | __pgi_cu_paramset multiply_matrices [{/mnt/netapp/home 1/sameer/mm/mm2.f30}]
0.004% | __pgi_cu_launch multiply_matrices (multiply_matrices_15_gpu,gx=188,gy=188,gz=1,bx=16,by=16,bz=1,flag=0) [{/mnt/netapp /homelfs:
0.002% | __pgi_cu_module_function2 multiply_matrices name=multiply_matrices_11_gpu, argname=(null), argsize=20, varname=(null), varsize=0 [{/r
0.002% | __pgi_cu_module_function2 multiply_matrices name=multiply_matrices_15_gpu, argname=(null), argsize=44, varname=(null), varsize=0 [{/r

€ ) D
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TAU: ParaProf: Thread Statistics: n,c,t, 0,0,0 - /Users/sameer/rs/taudata/mm

Exclusive TIME % MName Exclusive TIME %7 Inclusive TIME Calls Child Calls

55.4% _ pgi_cu_downloadx multiply_matrices var=a, dims=2, desc.devx=0, desc.devstride=1, desc.hostst 2.721 2.721 5 o~

39.3% __pgi_cu_init multiply_matrices [{/mnt/netapp/homel/sameer/mm/mm2.f90H9}] 1.933 1.933 5 0
1.8%  mymatrixmultiply [{mmdriv.f90} {1,0}] 0.09 4.914 1 5
1.6%  _ pgi_cu_uploadx multiply_matrices var=c, dims=2, desc.devx=0, desc.devstride=1, desc.hoststrid 0.081 0.081 5 0
1.6% _ pgi_cu_uploadx multiply_matrices var=b, dims=2, desc.devx=0, desc.devstride=1, desc.hoststrid 0.079 0.079 5 0
0.1% _ pgi_cu_free multiply_matrices [{/mnt/netapp/homel/sameer/mm/mm2.f90}] 0.004 0.004 15 0
0.1% _ pgi_cu_alloc multiply_matrices [{/mnt/netapp/homel/sameer/mm/mm2.f90}{9}] 0.003 0.003 15 0
0.0%  multiply_matrices [{mm2.f90}{5,0}] 0.002 4.825 5 85
0.0% _ pgi_cu_module multiply_matrices [{/mnt/netapp/homel/sameer/mm/mm2.f90H9}] 0 0 5 0
0.0%  _ pgi_cu_launch multiply_matrices (multiply_matrices_11_gpu,gx=188,gy=188,gz=1,bx=16,by=16 0 0 5 []u
0.0% _ pgi_cu_paramset multiply_matrices [{/mnt/netapp /homel/sameer/mm/mm2.f30}] 0 0 10 0
0.0% _ pgi_cu_launch multiply_matrices (multiply_matrices_15_gpu,gx=188,gy=188,9z=1,bx=16,by=16 0 0 5 0|4
0.0% _ pgi_cu_module_function2 multiply_matrices name=multiply_matrices_11_gpu, argname=(null), arg: 0 0 5 0%
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